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Tentative contents and schedule

NB: Depending on the actual composition and background of the audience, last minute
changes of this schedule are possible.
Day 1:

Lecture 1: Introduction. Transition systems and computations. Important properties of
transition systems: safety, eventualities, fairness, reachability. Formal specification and veri-
fication of properties of transition systems. The basic temporal logic for transition systems.

Lecture 2: Behavioral equivalences between transition systems. Bisimulations and bisim-
ulation games. Bisimulation invariance.

Day 2:

Lecture 3: The linear time temporal logic LTL: syntax, semantics, expressiveness.

Lecture 4: Satisfiability and validity testing and model-checking of LTL formulae.

Day 3:

Lecture 5: Branching time temporal logics. The temporal logic of reachability TLR. The
computation tree logics CTL* and CTL.

Lecture 6: Satisfiability and validity testing and model-checking of branching-time logics.

Day 4:

Lecture 7: A generic tableau method for testing satisfiability and model checking of tem-
poral formulae.
Testing satisfiability and model checking of LTL using tableaux.

Lecture 8: Testing satisfiability and model checking of TLR and CTL using tableaux.

Day 5:
Lecture 9: Automata-based methods for satisfiability testing and model-checking of LTL.

Lecture 10: Automata-based methods for satisfiability testing and model-checking of
branching-time logics.



Introduction

Temporal reasoning stems from philosophical analysis of time and temporality, initiated in
the Antiquity by Diodorus Chronos and Aristotle, but first formalized in logical systems by
Arthur Prior in his famous book “Past, Present and Future” [Pri67].

On the other hand, temporal aspects and phenomena are pervasive in computer and in-
formation systems, for instance: scheduling of the execution of programs by an operating
system; specification and verification of concurrent and reactive systems; in particular, syn-
chronization of concurrent processes; real-time processes and systems; hardware architecture
and verification; temporal databases, etc. Many of these are related to specification and
verification of properties of transition systems and computations in them.

In the seminal paper [Pnu77a] Amir Pnueli proposed the use of temporal logic for speci-
fication and verification of important properties of reactive and concurrent systems, such as
safety, liveness, fairness, etc. Since then temporal logics have found numerous other appli-
cations in computer science and artificial intelligence, but the one proposed by Pnueli, and
further developed by him and Manna in [MP79], [MP81], [MP92], [MP95] has been the most
popular and successful so far. The reason for that success is that temporal logics provide a
very natural logical framework for formal specification and verification of properties of tran-
sition systems, as these logics are syntactically simple and elegant, have natural semantics,
strong expressive power, and good computational behavior. Depending on the type of sys-
tems and properties to specify and verify, two major families of temporal logics have been
developed: linear-time and branching-time logics. Major applications of temporal logics are
the formal logical derivation of properties of systems expressed by temporal formulae, from
their specifications formalized as a system of temporal axioms, and the satisfiability testing
of temporal formulae, which corresponds to formal verification of the realizability of system
specifications expressed by these formulae.

Two major developments, both starting in 1980’s, contributed strongly to the popularity
and success of temporal logics in computer science. The first one is the advancement of model
checking as method for formal verification by Clarke and Emerson in [CES81], followed by
[CES83], [CES86], and independently by Queile and Sifakis in [QS82]. The second one is
the emergence of automata-based methods for verification, advocated in a series of papers by
Sistla, Vardi and Wolper [SVW87], [VW86], and further developed in [VW94], [KVWO00], etc.

Both the method of model checking and the automata-based techniques for verification
work extremely well for properties specified in temporal logics, and that has boosted the
importance and popularity of temporal logics in the field of formal verification enormously.
For instance, model checking of a property of a given transition system corresponds to check-
ing whether the temporal formula expressing that property is true in the abstract model
representing the system. This is particularly important when the property represents some
unwanted behaviour which should never occur in the system. On the other hand, it turns out
that satisfiability testing and model checking of temporal formulae can be uniformly reduced
to testing language non-emptiness and language inclusion of automata on infinite words or
trees associated with the formula (in the case of satisfiability testing), respectively the formula
and the model (in the case of model checking).

In parallel with automata-based techniques, efficient and intuitively appealing tableau-
based methods for satisfiability testing and model checking of temporal formulae have been
developed since the early 1980s, by Wolper [Wol83], [Wol85] (for the linear-time logic LTL),
Ben-Ari, Manna, Pnueli [BAPMS1] (for the branching-time logic UB) and Emerson, Halpern



in [EH82],[EH85] (for the branching-time logic CTL).

Automata-based and tableau-based methods are intimately related, while each of them has
pros and cons compared to the other. Because of the conceptual elegance and technical power
and convenience, the automata-based methods have been favoured by the researchers in the
area and most of the tools that have been implemented are based on automata. On the other
hand, tableau-based methods for model checking and satisfiability checking of temporal logics
are less developed and tested for industry applications, but are more natural and intuitive
from logical perspective, easier for execution by humans, and (arguably) potentially more
flexible and practically efficient, if suitably optimized.

In this course we will discuss abstract transitions systems and computations in them, will
introduce and study the standard linear and branching time temporal logics, will illustrate
how they can be used to specify properties of transition systems, and will present tableaux-
based and automata-based methods for verification of temporal formulae.



1 Lecture 1: Transition systems and computations.
The basic temporal logic for transition systems TL.

Transition systems consist of states and transitions between them. They are used to model
and implement sequential and concurrent processes, which can be autonomous, reactive, or
interactive. The states in a transition system can be thought of as program states, con-
trol states, configuration states, memory registers, etc. The actions can represent program
instructions or even whole programs, autonomous processes, agents’ actions, etc.

Physical examples of transition systems include clocks, vending machines, payphones,
semaphores, lifts, etc. Abstract examples of transition systems include finite state machines
(in particular, finite automata), as well as configuration graphs of various other abstract com-
puting devices, such as pushdown automata, Turing machines, Petri nets, counter systems,
timed automata, etc. In this course we will adopt an abstract view on transition systems.

1.1 Labeled transition systems

Transitions can be effected by different actions or processes, so we often distinguish different
types of transitions, by assigning different labels to them. Thus, generally, we consider labeled
transition systems. Here is the formal definition.

Definition 1.1. [Labeled transition systems]
A labeled transition system (LTS) is a structure
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consisting of:

* a non-empty set S of states;

* a non-empty set A (called the signature of T) of transitions; each of them acts, possibly
non-deterministically, on states and produce successor states;

* a binary transition relation —2,C S x S associated with every action a € A.

We write s — t to indicate that the action a can transform the state s into the state
t and say that s is an a-predecessor of t, while t is an a-successor of s.

\Y

In addition, sometimes an initial state (or, a set of initial states) is specified (see below).

When referring to transition systems where states have specific structure, such as states
of pushdown automata, Turing machines, counter automata, Petri nets, etc., we often use the
term ‘configuration’ as a synonym of ‘state’. Also, depending on the context, sometimes we
talk about ‘control states’ or ‘locations’ instead of ‘states’, and about actions, or processes,
instead of ‘transitions’.

When a labelled transition system involves only one type of action, we call it a (mono)-
transition system. Then we omit the label and typically denoted it by (.5, R).



With every transition system 7 = <S, {L} A> we can associate the union transition
ac

Ry = J{+>]ac A}

Thus, for any states s,t € S, sRzt holds iff there is at least one transition that relates s to t.
Most of the concepts and results discussed here do not depend essentially on the specific
signature of the transition system 7. So, often the labels can simply be ignored and we can
assume that 7 is identified with the mono-transition system (S, R7). That is why, we will
usually only consider the case of mono-transition systems and, when the signature is of no
importance, we will often talk about transition systems simpliciter, abbreviated ‘TS’.

Definition 1.2. [Rooted transition systems| A rooted (or, initialized) transition system
(RTS) is a pair (7,r) where 7 is a TS and r is a distinguished state in 7, called the root. V

Intuitively, r is the initial state from which all computations which we consider begin.

A state may have various properties: it can be initial, terminal, accepting, deadlock, safe or
unsafe, etc. We describe there properties of states by formulae of a suitable state-description
language; on propositional level these can be indicated by special atomic propositions. We
will call the set of such propositions that are declared true at a given state the description of
that state. A transition system where every state is assigned such description will be called
an interpreted transition system. Here is the formal definition.

Definition 1.3. [Interpreted transition system] Interpreted transition system (ITS) is a
pair M = (7, L) where 7 is a transition system of some signature A, PROP is a fixed set of
atomic propositions, and L : S — 2FROP ig g state description which assigns to every state s
the set of atomic propositions true at s. \Y%

The type of the ITS M is the pair (4, PROP). The type of M is finite if each of A
and PROP is finite. Unless otherwise specified, we will only consider interpreted transition
systems of finite types.

Rooted interpreted transition system (RITS) is defined accordingly. We will be denoting
such systems by (M, r), or, with a slight abuse of notation, by (7, L,r).

NB. In terms of modal and temporal logics, transition systems are simply Kripke frames,
and interpreted transition systems are Kripke models. However, we prefer to use the term
transition system, to emphasize on the fact that this course is about applying temporal logics
to reasoning about transition systems, not the other way around.

In logical terminology, the state description is usually called a truth assignment. Instead
of truth assignments, valuations are often used in classical modal and temporal logics. A
valuation V : PROP — 29 assigns to each atomic proposition from PROP the set of states
where it is true. Clearly, the two formalisms are inter-definable and we will make use of both,
for different purposes. For instance, we will use valuations in the context of global model-
checking, where with every formula of the logic we associate (and compute) the set of states
in the given transition system where that formula is true.



1.2 Paths and computations in transition systems

Definition 1.4. [Paths in transition systems] A path in a transition system 7 is a (finite
or infinite) sequence of states and actions which transform every state into its successor:
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The path is said to be rooted at sg. A path 7 consisting of n transitions is said to have length
n, denoted || = n.

A path in a transition system is mazimal if it is either infinite, or is finite and ends in a
deadlock state, i.e., a state with no successors. Thus, in a transition system without deadlock
states all paths are maximal. \Y%

We sometimes use the terms ‘run’ or ‘execution’ as synonyms of ‘path’, for instance when
referring to some special cases of transition systems, such as automata, Petri nets, etc.

Definition 1.5. [Reachable states] A state t is reachable from a state s in a transition system
T if there is a path in 7 leading from s to t.
The set of all states in 7 reachable from s will be denoted by posti(s). \Y

In a mono-transition system a path is simply a sequence of states sg,si, So,..., every
one of which is related to its successor by the transition relation. Formally, a path in such
a transition system can be defined as a mapping 7 : N — S, so we will often denote the
successive states of a path 7 by 7(0),7(1), 7(2),....

Definition 1.6. A path in a transition system is a cycle if its first and its last state coincide;
in particular, if it is a loop: s — s. \Y%

Definition 1.7. A transition system is:

* acyclic if it does not contain cycles;
* forest-like if it is acyclic and every state has at most one predecessor state.

* tree-like if it is a forest in which exactly one state, called the root, has no predecessor
states.

\%

Definition 1.8. [Computations| A computation, or trace, in an interpreted transition system
(7,L) is a (finite or infinite) sequence of state descriptions and respective actions along a
path:

L(So) Iﬂ) L(Sl) b& L(Sg) e

\Y

Thus, a computation, intuitively, is the observable effect (the ‘trace’) of a path in a
transition system. It can be regarded as a record of all successive intermediate results of
the computing process. The idea is that the information encoded by the state descriptions
includes all that is essential in the computation, including the values of all important variables.
That is why, sometimes we use the term ‘trace’ as a synonym of ‘computation’.



If a path or a computation is finite, it is also called terminating. For technical convenience
we can always append to any finite path an infinite repetition of an idle (terminating) state
and thus consider every path and computation infinite. Thus, hereafter, unless otherwise
specified, we only consider the case when the (union) transition relation R is serial, or total,
i.e., every state has at least one R-successor.

When the actions are not important, we will omit them from the description of paths and
computations and will represent them simply as s, $1, S2, . . . and respectively L(so), L(s1), L(s2), . . ..

Sometimes, when we are not interested in the specific path generating a given computation
(or, when the transition system has only one path, as in (N, succ) where succ is the successor
function on N) we can bypass the notion of a path altogether and introduce the notion of
abstract computation being simply a mapping ¢ : N — 2%, Accordingly, we will denote the
successive labels in a computation o by ¢(0),0(1),0(2),....

1.3 Unfoldings of transition systems. Execution trees.

The paths in a transition system are only present there implicitly. They can be made explicit
by unfolding the transition system into a forest-like one, where paths coincide with branches.

Definition 1.9. [Unfolding of a labelled transition system] The unfolding of the la-

a

belled transition system 7 = <S, {»—>} A> is again a labelled transition system 7 =
ac

<§, {:a>}a€A> where:

* S consists of all finite paths in 7, including all single states s, regarded as paths s of
length 0.

The last state of a finite path 7 will be denoted by (7).

* m == 7’ holds if 7’ is a one-step extension of 7 along the transition a, i.e., 7 = 7(0) —

7(1) 5 -ow(n) and 7 = 7(0) =% 7(1) ¥ - w(n) —— 7 (n 4 1).
Vv

Definition 1.10. [Unfolding of a rooted transition system| The unfolding of the rooted
(labelled) transition system (7,7) is the rooted (labelled) transition system (7 [r],7) where 7
is the single-state path beginning at r.

It is also called the unfolding of T from the state r. \Y

Definition 1.11. [Unfolding of an interpreted transition system] The unfolding of the
interpreted transition system M = (7, L) is the interpreted transition system M = (’j', Z),
where L(r) := L(I(r)) for every m € 7.

Likewise, the unfolding of the rooted interpreted transition system (M,r) is the rooted
interpreted transition system (M]F],7). \Y%

Note that every unfolding of a transition system is a forest-like transition system, and
every unfolding from a state is a tree-like rooted transition system.

Also, note that my =% m =2 7p--- is a path in 7 iff {(m) —% I(m) 5 I(mg) -
is a path in 7. Consequently, E(Tro) 2 E(m) SLEN E(ﬂ'g) -+ is a computation in M iff
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L(l(mp)) — L(I(m1)) — L(I(mw3)) - - is (the same) computation in M.



Thus, paths and computations in M and in M are in one-to-one correspondence: the last
state of a path in M is actually the corresponding path in M. This correspondence naturally
maps M [ onto M and the graph of that mapping defines a behavioral equivalence between
M and M, called bisimulation (see next lecture).

Since the paths and computations in a rooted ITS (M,r) are explicitly represented by
the branches of the trees in the unfolding (./\//\(, 7), the latter is also called the computation
tree of (M, r), also denoted by Tr(M,r).

1.4 Important properties of transitions systems

There are several types of properties of transitions systems that are of great practical impor-
tance are invoke the need for their formal specification and verification. They are all related
to reachability or non-reachability of desired or unwanted states from a given (e.g., the ini-
tial) state or set of states in the system. We will briefly discuss and illustrate these types of
properties.

1.4.1 Local properties

Local properties of transition systems are those that refer to immediate successors or prede-
cessors of the current state. Generally, a local property has the form:
“Some/every immediate successor/predecessor of the current state satisfies the property ",
where @ is a property of states. Some examples:

* “The process 7 will be enabled at the next state, no matter how the system evolves.”
* “When the elevator reaches the top floor, it will start moving down.”

* “If the process A is currently enabled, the scheduller must have disabled the process B at
the previous state.”

* “If train is entering the tunnel now, the semaphore at the other end must have been red at
the previous moment.”

Typical examples of local properties are the pre-conditions and post-conditions associated
with program instructions.

Local properties can be iterated a fixed number of times, e.g., referring to some/all states
in 2nd, 3rd, etc. n transitions from the current state, but not indefinitely. Thus, local
properties cannot refer to states which are reachable by any finite path, i.e., they cannot
express reachability.

1.4.2 Invariance and safety properties

Invariance properties describe what must always hold throughout the computation, while
safety properties describe what must never happen during the computation. Examples:

* Partial correctness: “If a pre-condition P holds at the input of the program, then
whenever it terminates (if it does at all) a post-condition @ will hold at the output.”

Also:



* “ Not more than one process will be in its critical section at any moment of time.”
* “ A resource will never be used by two or more processes simultaneously.”

* “No deadlock will ever occur”.

More practical examples:

* “The traffic lights will never light green in both directions”,

* “A train will not pass a red semaphore”;

* “The reactor will not overheat”, etc.

1.4.3 Eventualities and liveness properties

FEventuality and liveness properties describe what must eventually happen during the compu-
tation. Examples:

* Total correctness: “If a pre-condition P holds at the input of the program, then it will
terminate and a post-condition Q will hold at the output.”

Also:
* 7If the train has entered the tunnel, it will eventually leave it.”
* ”Once a printing job is activated, it will eventually be completed.”
* “If a message is sent, it will eventually be delivered.” etc.
A typical example of a bad eventuality property is ‘deadlock’: when the system reaches a
state from which it can make no further transition.
1.4.4 Fairness properties

Fairness properties reflect the idea that all processes must be treated ’fairly’ by the operating
system (scheduler, etc.). There is a whole variety of fairness properties and a lot of literature
devoted to them (see [Fra86]). They express important requirements in concurrent systems,
i.e. systems whereby several processes sharing resources are run concurrently by an operating
system which is to schedule their execution in a ’fair’ way. A typical situation: a process is
enabled for the next step of its execution, and sends a request for scheduling. It may or may
not be immediately scheduled for execution, because it is competing with the other processes
for resources, but a fair scheduling would mean that if the process is persistent for long enough
then eventually its request will be granted.
Examples:

* Weak fairness: ”Every continuous request will be eventually granted.”

* Strong fairness: ”If a request is repeated infinitely often then it is eventually granted.”

* Impartiality: ”Every process will be scheduled infinitely often.”

In [Eme90] Emerson identifies fairness as the link between concurrency and non-determinism:

concurrency = non-determinism + fairness.

10



1.4.5 Precedence properties

Often a specification of a system involves requirements regarding the precedence of events,
such as: " The event ¢ will occur before the event ¢ (which may or may not occur at all.
Examples:

* ”If the train has entered the tunnel, it must leave it before any other train has entered.”

* “Before the traffic light turns green in a given direction, it must have turned red in the
intersecting road”

1.5 The basic temporal logic for transition systems TL

Recall that interpreted transition systems are just multimodal Kripke structures, so the basic
multimodal logic is the simplest natural logical language to specify local properties of tran-
sition systems. Here we will present and discuss that logic, as a language for specification of
such properties. To reflect on that perspective, and in order to comply with the notation for
the more expressive logics to be considered further, we will use a less common notation for
the basic modal operators, which can be easily translated to standard modal logic.

1.5.1 Syntax

More precisely, with every type 7 = (A, PROP) of interpreted transition systems we associate
a multimodal language TL = TL, with a set of atomic propositions PROP and a family of
modal operators (EX;)qeca, each representing a transition a € A.

The inductive definition of formulae is:

e=p|l-p|pAe|EXyp

The other logical connectives: T, 1, =, V, < are defined as usual; besides, the dual of
each modal operator EX, is defined as AX, := = EX,—.

A constant formula is a formula containing no atomic propositions.

The fragment of the logic TL, consisting only of constant formulae is known as Hennessy-
Milner logic [HM80], here denoted as HML;.

Definition 1.12. The modal depth md(y) of a formula ¢ is the greatest number of nested
occurrences of modal operators in it, defined recursively as follows:

* md(L) =md(p) = 0;

* md(p; — p2) = max(md(e1), md(p2));
% md(EXap) = md(p) + 1.

The fragment TL" comprises all formulae of TL with modal depth < n.

11



1.5.2 Semantics

The semantics of TL; is the standard Kripke semantics in interpreted transition systems. The
basic semantic notion of truth of a formula at a state s of an interpreted transition system

M= (S, {L} R L) is defined inductively as follows.
ae

* M,sEpiff pe L(s);

* M, s | —piff M, s~ p;

* M,mlE oAy if MmEpand M,m E

* M, s |= EXqp if M, t |= ¢ for some t € S such that s —— ¢.

The derived truth definition of AX, becomes:

* M, s = AX @ if M,t = o for every t € S such that s ——s t.

Some terminology:

Definition 1.13. [Truth, validity, satisfiability] Given an its M, state r in M, and a formula
p of TL, we say that ¢ is:

* satisfied at v in M if M,r = .
We then also say that (M, r) is a model of .

* satisfiable in M if M, s |= ¢ for some state s € M.
* satisfiable, if it is satisfied in some ITS.

* walid in M, denoted M = ¢, if M, s = ¢ for every state s € M.
We then also say that M is a model of .

* walid in a class of ITS C, denoted C = ¢, if it is valid in every ITS in C.

* wvalid in a state s of a transition system T, denoted T, s = ¢, if M, s |= ¢ for every ITS
over 7T;

* wvalid in a transition system T, denoted T = ¢, if it is valid in every ITS over 7.
* wvalid, denoted = ¢, if it is valid in every ITS.
\Y

Definition 1.14. [Extension of a formula] The extension of a formula ¢ in an ITS M is the
set of states in M satisfying the formula:

el = {s [ M,s = o}

12



Proposition 1.1. The extension of a formula ||¢||a¢ can be computed inductively on the con-
struction of ¢:

* lpllave = {s [ p € L(s)};

[l Llv = 0

* o1 = pallm = (S\ llenllm) U llpzlla

* [[EXa@lla = pre(llella) = {s | Ra(s) N[l # 0}

1.5.3 Standard translation of TL into FO,

With every type 7 = (A, PROP) of interpreted transition systems, where PROP = {pg, p1, ...},
we associate a relational first-order language FO, having a family of unary predicates { P; },,cprop,
a family of binary predicates {R,}qaca, and a set of first-order variables VAR = {zg, x1,...}.
We regard the models of FO. as interpreted transition systems in a natural sense: the in-
terpretations of the binary predicates are the transition systems, and the interpretations of
the unary predicates define a valuation: V(p;) := P;, and hence a state description function
L(s):={pi| s€ P}

Thus, we now have two notions of truth and validity in an I'TS: the modal and the first-
order. Wherever necessary, we will highlight the distinction by writing Fro to explicitly
appeal to first-order semantics. In fact, truth and validity of a TL-formula in an ITS are
first-order notions, in the following sense. The formulae of TL, are translated into FO. by
means of the following standard translation [Ben83|, parameterized with the variables from

VAR:

*x ST (pi; xj) := Pyx; for every p; € PROP;

(
* ST(L;zj) ==
* ST(p1 A pas ;) := ST(p1525) AST(p2;25);
* ST(EXyp;25) := Fy(xj RayAST(¢;y)), where y is the first variable in VAR not occurring
in ST(¢; x;).

Note that only z; is free in ST(p;z;). Furthermore, it suffices to use only two variables,
xg and z (free or bound) in an alternating fashion in the standard translation, by amending
the choice of y in the clause for ST(EX,p;x;) as follows: y is chosen as the first variable
in VAR \ {z;}. This yields a translation into the two-variable fragment FO? of first-order
logic. We also note, that the standard translation of any modal formula falls into the guarded
fragment of first-order logic; for more details see e.g., [BARVO1b].

The standard translation is semantically faithful in the following sense.

Proposition 1.2. For every rooted ITS (M, s) and ¢ € TL:

M, s ¢ iff M Ero ST(g;x0)[z0 = 5.

!Note that we use the same notation for the transition relations in ITS and for the binary predicates in the
associated first-order structure; this should causes no confusion.

13



Proof: Exercise. QED

Thus, with a slight abuse of terminology, we can say that every formula ¢ of TL is
logically equivalent to its standard translation ST(¢;x). Then, a natural questions arise:
which formulae v(x) of FO; are logically equivalent, in the same sense, to modal formulae
from TL? We will address that question in the next section.

While, by means of the standard translation, the semantics and validity for modal formulae
in ITS are essentially first-order, validity of a modal formula in a transition system becomes a
monadic second-order property. Indeed, paraphrasing the definition in terms of the standard
translation, a modal formula ¢ is valid in a transition system 7 iff its standard translation
is true in that transition system under every interpretation of the unary predicates occurring
in it.

Proposition 1.3. For every pointed TS (7,s) and ¢ € TL with atomic propositions among

Poy -y Pn:
T,sE=p iff TEVR...VP,ST(p;x0)[zo:= 3]

Consequently, 7 = ¢ if T EVPy...VP,VxoST(p; o).

1.6 Some notes

In the temporal logics framework the structure of actions and transitions is usually hidden,
and this is one of the abstractions of this formalization of the notion of computation. In this
framework, an action is just a blackbox, and all that matters is how it transforms states, i.e.,
the transition relation it generates. Of course, one can take a different approach by considering
the computations from viewpoint of the internal structure of the actions or programs: these
can be built from ‘atomic’ actions or programs using some action/program constructs, such
as composition, conditional branching, iteration, etc. Transition systems with appropriately
structured set of actions provide a convenient formalism for specifying operational semantics
of programming languages (see e.g. [Plo81] and [Sti92]) and are typically used in modelling
sequential programs in logical languages such as the propositional dynamic logic PDL [HKT00]
and various logics of processes (see [KT90]).

Another essential (implicit) assumption is that the future of a computation only depends
on the current state, but not on its past. This is the main reason why temporal models of
computations usually make use only of the future fragments of temporal logics. However, tem-
poral logics involving past operators, have been studied, too. Also, memory-based transition
systems can be modelled in this framework, by using the ‘unfolding’ construction, described
further.

Finally, transition systems can be finite or infinite, and much of our treatment here will
apply to either. However, for some specific topics, e.g. model-checking we will assume the
models to be finite.
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2 Lecture 2: Behavioral equivalences between transition sys-
tems. Bisimulations and bisimulation games. Bisimulation
invariance.

Transition systems are abstract models of the behavior of real systems with respect to tran-
sitions between states. It is therefore very important to have a precise notion of equivalent
behavior of transition systems, so in this lecture we address the question:

When are two transition systems to be considered behaviorally equivalent?

This question does not have a unique answer, as the notion of equivalence depends on
the behavioral features of transition systems that are considered of importance for the real
systems they model. Such features may involve local behaviour (pre- and post-conditions),
generated paths and computations, as well as safety, liveness, fairness, etc. types of reach-
ability properties. Accordingly, a variety of natural notions of behavioral equivalence arise
and we will discuss and characterize some of them.

Perhaps the most important behavioral equivalence between two models of computation
is the one that guarantees that any computational step performed in one model can be
’simulated’ in the other, and vice versa. This idea is at the heart of the notion of bisimulation,
introduced in theory of processes by Park [Par81], and independently in modal and temporal
logics by van Benthem (see [Ben84]) under the name ’zig-zag relation’.

Here we will define and discuss a variety of notions of bisimulations between transition
systems, and later will relate them to the temporal logics introduced there and will establish
their logical characterizations.

2.1 Bisimulations

Definition 2.1. [Bisimulation between transition systems]
Let 77 = <Sl, (#1> > and 75 = <52, (b—a>2> > be two labelled transition systems
acA acA

of the same type. A non-empty relation 8 C 57 x Sy is a bisimulation between 77 and 73,

B
denoted 77 = 7y, if it satisfies the following conditions for every pair of states (s1,s2) such
that s10s2 and a transition label a € A:

Forth: If s; —5 t; for some t; € S;, then there is t5 € Sy such that t1 3ty and sg ——q to.

Back: Conversely, if s9 — to for some ty € S, then there is t; € S; such that 18ty and
a
81 ——1 t1.

If such bisimulation exists between 77 and 75 such that every state in 77 is linked to some
state of 73 and vice versa, we say that 77 and 7 are (globally) bisimulation equivalent, or just
(globally) bisimilar?, denoted T; = Ts. v

Definition 2.2. [Bisimulation between rooted transition systems]

2The word ‘bisimilar’ is actually not a derivative of ‘bisimulation’, but it is so close and convenient, that
nobody objects, so we’ll keep using it. However, note that some texts use both terms ‘bisimulation’ and
‘bisimilarity’ with somewhat different meanings.
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A bisimulation between rooted transition systems (71,r1) and (72,72) is a bisimulation
B
between 7; and 75 such that r18ry. We denote this by (77,71) = (72,72) and say that (77,71)

and (73,72) are (locally) bisimulation equivalent, or (locally) bisimilar. \Y

Note that a (local) bisimulation between rooted transition systems (77,71) and (72, 73) is
only guaranteed to relate the states of the generated subsystems 7;[r1] and Za[rs].

Definition 2.3. [Bisimulation between interpreted transition systems]
A bisimulation between interpreted transition systems My = (71, L1) and Mgy = (73, L9)
is a bisimulation 3 between 77 and 75 satisfying the following additional condition:

[Atom equivalence]
For every pair s1(3sg and p € PROP: p € Li(s1) iff p € La(s2).
Atom equivalence of s; and so will be denoted by s1 >~ so.

That is, B-related states must satisfy the same atomic propositions. \Y%

B
If G is a bisimulation between M and My we denote that by M; =2 Mas. If every state
in M is f-related to some state of My and vice versa, we say that My and My are (globally)

bisimulation equivalent, or (globally) bisimilar. If there is a global bisimulation between M;
and My we denote that by M &2 M.

Bisimulation between rooted interpreted transition systems is defined by straightforward
combination of the two definitions above.

2.2 Bounded and finite bisimulations

Sometimes, we are only interested in behavioral equivalence of two rooted transition systems
up to a given distance from the roots, i.e., up to a given number of transition steps. This
leads to the weaker notion of bounded bisimulation. We will only give the definition for simple
transition systems; the generalization to labeled transition systems is straightforward.

Definition 2.4. [Bounded bisimulation]| Let 77 = <Sl, ('—a>1)a€A> and 7y = <52, ('—a>2) a€A>

be two labelled transition systems of the same type.
We define the property of a relation 8 C S; x Ss to be a k-bisimulation between the rooted

B
transition systems (71,71) and (T2,72), denoted (77,71) = (72,72), inductively on k € N as
follows:

B8
(Bo) (T1,7m1) 20 (T2, 12) iff r10rs.

g
(Bx+1) (71,71) Sky1 (T2,12) iff for every a € A:

Forth: If r; —% #; for some #; € S1, then there is to € Sy such that 7o —%1 to and
8
(T1,t1) =k (T2, t2);
Back: Conversely, if 7o —=1 t5 for some ty € Sy then there is ¢t; € S; such that r; — ¢

B
and (7'17151) ;)k (7'2,t2).
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\Y

Clearly, every k-bisimulation between rooted transition systems is an m-bisimulation be-
tween them, for every m < k.

Definition 2.5. [Finite bisimulation| A relation 3 is a finite bisimulation between the rooted

B B
transition systems (T1,71) and (T2,72), denoted (71,r1) 25 (T2, 12), if (71,71) 2 (T2,72) for
every k € N. \Y

If there is a k-bisimulation between the rooted transition systems (77, 71) and (72,72), we
denote that by (71,7r1) = (72,72); likewise for finite bisimulations.

Clearly, every bisimulation between the rooted transition systems is a finite bisimulation
between them. The converse, however, is not always true.

Bounded and finite bisimulations between rooted interpreted transition systems are de-
fined likewise, by adding the atom equivalence condition to the definition of 0-bisimulation.

2.3 Paths and computations in bisimilar transition systems

As discussed, bisimulation equivalence implies behavioral equivalence in a strong sense, which
we will make more precise here.
The following is an immediate consequence from the definition:

B
Proposition 2.1. Let (71,71) = (72,72). Then for every path r; = 7§ % r1 25 2 in T3

there is a ‘B-similar’ path ro = r9 "% 74 %5 r2 ... in Ty such that 7¥grk for every k € N,

. ao a . . ..
and vice versa, for every path ro = 7J +> 73 + r2... in 75 there is a ‘B-similar’ path

rp =9 2% rl 5 2 in 7p such that 7F8rE for every k € N.
An analogous result holds for computations in bisimilar rooted interpreted transition
Systems.

B
Proposition 2.2. Let (Mj,r1) & (Mg, ry). Then every computation [ LN N
generated by a path in M starting at r; is also generated by a [(-bisimilar path in Ms
starting at ro and vice versa.

Thus, the roots of locally bisimilar rooted interpreted transition systems initiate the same
sets of computations. Respectively, globally bisimilar interpreted transition systems generate
the same sets of computations.

2.4 Bounded morphisms

Bounded morphisms are important particular case of bisimulations, where the bisimulation
relation is a function from one ITS to the other.

Definition 2.6. Let M7 and My be two ITS of the same type with domains S; and S5
respectively. A mapping p: S1 — Sy is a bounded morphism from Mj to My, denoted
p: My =, Mo, if its graph is a bisimulation between M and M.
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If p is onto, then My is called a bounded morphic image of M. \Y

Thus, a bounded morphism p associates with each s € S; a unique bisimilar state p(s) €
S9. The bisimulation conditions for a bounded morphism between two ITS respectively
become:

Atomic correspondence: Li(s) = La(p(s)) for every s € Sj.
Forth: For every s,t € S; and a € A, if s —=1 t then p(s) —=2 p(t).

Back: For every s € S1 and a € A, if p(s) —%9 u for some u € Sy, then u = p(t) for some
t € S such that s —=q t.

An important case of bounded morphism is given by the unfolding construction.
Proposition 2.3. [Unfoldings are bounded morphisms]
Let M = <S, {nL} R L> be an interpreted transition system.
ac

Then the mapping [ : S-S associating to every path 7 its last state [(7) is a bounded
morphism from M onto M.

Proof: Exercise. QED

2.5 Generated and rooted substructures

Generated and rooted subsystems are another important case of bounded morphisms
If R C W?2 is any binary relation over W, and W/ C W, we write R | W’ for the restriction
of Rto W, RIW' = Rn (W' x W’). Similarly for a mapping f with domain W, f [ W’
stands for its restriction to W'.
Definition 2.7. [Generated subsystems| Let 7 = <S, {,L)} A> be a TS, M = (T,L) be
ac

an ITS, and let S’ C S.

% The induced subsystem of T over S’ is the transition system
T = T18 = (8, {-15" aca ).
The subsystem relationship is denoted 7/ < 7.

x* T' =T 15" is a generated subsystem of T, denoted 7' < T, if S is closed under all
transition relations in the sense that if s —; ¢ for s € S’ then ¢t € S'.

x The induced subsystem of M over S’ is the ITS M' = M[S" = (T |S',L1S’), denoted
M <M. T[S 2T, then M’ is a generated interpreted subsystem of M, denoted
M I M.

\%

Note that if M’ <X M then the inclusion mapping p: S’ — S is a bounded morphism.

A particularly important case of generated subsystems deals with the set of all states
reachable from a given state.
Recall that post’-(s) denotes the set of all states in 7 reachable from the state s.
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Definition 2.8. [Rooted subsystems| Let 7 = <S, {'—>} A> be a TS, M = (7, L) be an
ac
ITS, and let s € S.

* The subsystem of T rooted at s is the TS T[s] = T [ post-(s).
* The interpreted subsystem of M rooted at s is the ITS M([s] = M [ post(s).

* T (respectively M) is rooted at s if posty(s) = S.

Clearly, for any s € S: T[s] <7 and M([s] < M, respectively.

2.6 Bisimulation games

Bisimulations between transition systems can be characterized in a more animated way as
existence of winning strategies for one player in corresponding bisimulation games [Sti99], or
more generally model comparison games (see [GO07] which exposition we follow here). We
illustrate the concept in the case of bisimulations for interpreted mono-transition systems;
the generalization to labelled transition systems is straightforward.

Let My = (S1,R1,L1) and My = (So, Ra, Lo) be interpreted transition systems of the
same type. The bisimulation game over M7 and Msj is played by two players I and IT with
one pebble in M7 and one in My to mark the ‘current’ state in each structure. A configuration
in the game is a pair of rooted interpreted transition systems (M7, s1; Ma, s2) where the roots
are the current positions of the two pebbles.

The game starts from an initial configuration and is played in rounds, each round played
as follows. The first player, or challenger, denoted I, selects one of the two pebbles and moves
it forward along a transition in the respective structure, to a successor state. The second
player, or defender, denoted II, has to respond by similarly moving forward the pebble along
a transition (with the same label) in the other structure.

Intuitively, the objective of player I, also known as the challenger, or spoiler, in the game
is to detect and exhibit a behavioral difference between the two rooted ITS in the initial
configuration by choosing a transition in one of them that cannot be simulated in the other,
while the objective of player II, also known as the defender, or duplicator, is to defend the
claim that the two rooted ITS in the initial configuration are behaviorally equivalent, so she
tries to reply with a transition maintaining that equivalence for the duration of the game.

During the game, II loses if she cannot respond correctly to the move of I, or if the two
pebble positions in the resulting new configuration are not in atom-correspondent states, i.e.,
these states are distinguished by at an atomic proposition. On the other hand, I loses during
the game if he cannot make a move in the current round because both pebbles are in states
without successors.

The bisimulation game can be played for a pre-determined number of rounds, or indefi-
nitely. The n-round bisimulation game terminates after n rounds, or earlier if either player
loses during one of these rounds. If the n-th round is completed without violating the atom
equivalence in any configuration, player II wins the game.

We say that player II has a winning strategy in the n-round bisimulation game with a
given initial configuration, if she has responses to any challenges from the first player that
guarantee her to win the game, either because I gets stuck, or because she can respond with
good moves for the duration of the game. Likewise, winning strategy of player I is defined.
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Respectively, the (unbounded) bisimulation game is played until some of the players loses,
otherwise forever. An infinite path of the game (which continues through an infinite sequence
of rounds), played correctly according to the above rules, is won by II.

The notion of a winning strategy (for player I or II) is accordingly adapted for the
unbounded bisimulation game.

Proposition 2.4. Every bisimulation game is determined, i.e., one of the players has a winning
strategy.

Proof: See [Sti99]. QED

The intuition of player I challenging the claim of bisimilarity in the current configuration,
while player IT defending that claim is formalized by the following proposition.

Theorem 2.5.

1. Player IT has a winning strategy in the n-round bisimulation game with initial config-
uration (My, s1; Mo, s9) if and only if (M, s1) =, (Ma, s2).

2. Player II has a winning strategy in the unbounded bisimulation game with initial con-
figuration (M, s1; Mo, s9) if and only if (M, s1) = (Ma, s2).

Proof: We will sketch the unbounded case, as it subsumes the bounded one. Indeed, any

bisimulation (M, s1) g (Ma, s9) provides a non-deterministic winning strategy for II: she
merely needs to select her responses so that the currently pebbled states remain linked by
(. The atom equivalence condition on § guarantees that atom equivalence between pebbled
states is maintained; the forth condition guarantees a matching response to challenges played
by I in Mj; the back condition similarly guarantees a matching response to challenges played
in Ms.

Conversely, the set of pairs (u, t2) in all configurations (Mg, t1; Mg, ts) from which IT has
a winning strategy, if non-empty, is a bisimulation.QED

2.7 Bisimulation invariance of TL

All results about bisimulation invariance of TL-formulae in interpreted transition systems
presented here apply likewise to bisimulation invariance of formulae of Hennessy-Milner logic
HML;, in plain (non-interpreted) transition systems.

2.7.1 Invariance of TL-formulae under bisimulations

Definition 2.9. [TL-equivalence] Two rooted ITS (M;j,r1) and (Mo, re) are TL-equivalent,
denoted (M, 71) =11, (M2, 1) if they satisfy the same TL-formulae. (Mj,71) and (Ma,rs)
are TL"-equivalent, denoted (My,r1) =y (Ma,rg) if they satisfy the same TL-formulae of
modal depth up to n. \Y%

Theorem 2.6. [Bounded bisimulation invariance] If (M, r;) and (Mag, ) are rooted in-
terpreted transition systems and n € N is such that (My,71) =, (Ma,rg), then (My,r1) =}
(Mg, 7‘2).
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Proof: We will use the characterization (Proposition 2.5) of n-bisimulations by means of
n-round bisimulation games to prove the contraposition of the claim: if Mj,r; E ¢ and
Ma,re |E —p for some ¢ € TL", then player I has a winning strategy in the n-round game
on (My,r1; Mg, r9), and therefore (My,r1) £, (Ma,r2).

This is shown by induction on the modal depth of the formula ¢. If md(p) = 0, a
distinction in TLY means violated atomic correspondence — a configuration in which player
IT has lost.

For the induction step, assume that (M7, r1) is distinguished from (Ma,r9) by a formula
¢ € TL™'. Propositional connectives in ¢ can be pre-processed, so that without loss of
generality ¢ can be assumed of the form EXi for some ¢ € TL"™. Suppose then that for
instance May, 9 = =, while My,r; | ¢. Suppose in that case player I moves the pebble
in M from 7 to some t1, where My,r1 | ¥. As Mo, ry |E = EXt), any available response
for player IT can only lead to a configuration (M, t1; Ma,t2) in which (Mj,t1) and (Ma,t9)
are distinguished by ¢ € TL™. Therefore, by the inductive hypothesis, player I has a winning
strategy for the remaining n rounds of the game. QED

Corollary 2.7. [Bisimulation invariance]
The formulae of TL are invariant under bisimulations: if (M1,71) and (Mg, ry) are rooted
interpreted transition systems, such that (My,7r1) = (Mg, ry), then (Mq,71) =11, (Ma,1r2).

In particular, if (Ms,r9) is a bounded morphic image of (M;y,r1) then (My,r;) =L,
(MQ,T‘Q).

Corollary 2.8. For every constant formula § € TL and rooted transition systems (77,71) and
(75,7"2), if (7—1,7"1) = (7—2,7"2), then (7177'1) =TL (7—2,7"2).

Corollary 2.9. For all interpreted transition systems M, M’ such that M’ < M and for every
formula ¢ of TL:

I. for every s € dom(M'): M,r | ¢ iff M, s = ¢.
II. M E ¢ implies M’ |= .

2.7.2 Characterization of TL by bisimulation invariance

When restricted to state properties definable in FOo, it turns out that bisimulation invariance
is not only necessary, but also a sufficient condition for definability in TL, as the following
classical result shows.

Definition 2.10. [Bisimulation invariance of a FO-formula] A formula v(z) € FO, of

one free variable z is bisimulation invariant if for every ITS (M,r) and M’ 7/, such that
(M,r) = (M',7"), we have that M,r | ¢ iff M') 7" = . \%

Theorem 2.10. [van Benthem'’s characterization theorem [Ben84]|]|
Let v(z) € FO,. Then, the following are equivalent:

1. ~ is bisimulation invariant.

2. y(x) is logically equivalent to a formula 4 € TL.
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2.8 Bisimulations and logical equivalence

Much of what follows here comes from [GOO07]. In this section we assume that the type PROP
is finite and, for technical simplicity, we consider that case of one transition relation. The gen-
eralization to arbitrary signatures is an easy exercise. In the particular case of PROP = () we
obtain respective results about Hennessy-Milner logic and plain (non-interpreted) transition
Systems.

2.8.1 Characteristic formulae

Definition 2.11. [Characteristic formulae] With every rooted ITS (M,r), where M =
(S,R,L) and n € N we associate a characteristic formula of depth n, X?AA ] defined in-
ductively as follows:

* Xt = Mp o€ LI AN{-p | ¢ L(r)},
where p ranges over PROP.

n+l | __ n n
* Xt = Xivtr) A Avre EXX T A AXV e X -

To be more precise, the possible repetitions of conjuncts (resp., disjuncts) in the multiple
conjunction (resp., disjunction) in the formula on the right hand side above are omitted.

\Y

Note that Xﬁ\/t,r € TL". Intuitively, XEVI,T’} combines the atomic description of r and the
characteristic formulae of depth n — 1 for all successors of r and only of them. In the long
run, it describes the part of M seen from r within n steps — but, as we will show, only up to
n-bisimulation equivalence.

It can be proved, by induction on n, simultaneous with the inductive definition above,
that there are only finitely many different (up to logical equivalence) characteristic formulae
of depth n, so even though a state r may have infinitely many successors, every formula X?M,r}
is well-defined, i.e., finite.

Exercise 2.1. Show that M,r = X[M.r] for every n € N. (Hint: induction on n.)

Theorem 2.11. For every rooted ITS (M, r) and (M’,7’) the following are equivalent:
1. M v = X[
2. II has a winning strategy in the n-round game from (M, r; M’ 7).

Proof: First we show that if M',7" = Xﬁv{,r] then player II has a wining strategy in the
n-round game from (M, r; M’ ') by induction on n.
For n = 0 the claim follows by definition. Assuming it holds for n, let us look again at

X%lr] from the perspective of the game:

n+l _ 0 n n
o = Xl A N\ EXxX g A AXN X

(r,s)ER (r,s)ER
~—_— ——
forth back
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The conjunct XOMW] guarantees that the game is not lost already.

The back-and-forth conjuncts tell player IT how to provide suitable responses in the first
round to challenges from player I played respectively in M (forth) or in M’ (back).

The forth part says that for all moves from r to some s in M, M’ 1" = EXXﬁM’S], and
any R’-successor s’ of v’ such that M’ s’ = XM, provides a response for player IT that will
allow her to succeed through another n rounds.

Similarly the back part says that for all moves from r’ to some s’ in M there is a R-
successor s of r in M such that M', s’ = XFM, o That s is a response for player II that is
good for another n rounds.

Conversely, a failure of M’ 7’ to satisfy Xﬁv{,r] gives player I a winning strategy within n
rounds, follows from Theorem 2.6 and Proposition 2.5. QED

2.8.2 Bisimulations, bisimulation games, characteristic formulae,
and TL-equivalence: linking them all together

Now, we can put together bisimulations, bisimulation games, logical equivalence and charac-
teristic formulae.

Theorem 2.12. For every rooted ITS (M, r) and (M’ r’) the following are equivalent:
1. M v = X[
2. (M,r) =, (M',77).
3. (M,r) = (M, ).
4. Player II has a winning strategy in the n-round bisimulation game on (M, r; M’ ).

Proof:
By theorems 2.6, 2.11, and Proposition 2.5. QED

As corollaries we obtain a corresponding characterization of full modal equivalence, and
a normal form for TL formulae.

Corollary 2.13. For every rooted ITS (M, r) and (M’ ') of finite type the following are equiv-
alent:

1. For every n € N, M’ v/ = X[
2. (M,T) =TL (M/,T/).
3. M,r) 2 (M),

4. For every n € N player 11 has winning strategies in the n-round bisimulation games on

(M, r; M 1),

Corollary 2.14. Over interpreted transition systems of any finite type, finite bisimulation equiv-
alence coincides with modal equivalence.
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Corollary 2.15. Any formula ¢ € TL,, is logically equivalent to the disjunction \/ Morke X[n/\/(,r]'

Note that the disjunction above is finite as there are only finitely many, up to logical
equivalence, such x" in the type of .

Exercise 2.2. Prove corollary 2.15.

Definition 2.12. [Classes closed under bisimulation] A class C of rooted interpreted tran-
sition systems is closed under bisimulation if, whenever (M,r) € C and (M,r) = (M’,r')
then (M',r) € C.

Classes closed under n-bisimulations and finite bisimulations are defined likewise. \Y

Corollary 2.16. Any class C of rooted interpreted transition systems of a finite type that is
closed under n-bisimulation is definable in TL" by the disjunction \/( Mor)eC X[@Vl o

Exercise 2.3. Prove corollary 2.16.

Proposition 2.17. Let (77,71) and (73,72) be finite rooted ITS with respectively ny and no
states, such that (71,71) Spyn, (72,72). Then (77,71) = (T2,72).

Proof: Note that any pair of states (s1, s2) reachable by playing a bisimulation game between
(71,7m1) and (72, 732), is reachable within ning rounds of the game, and therefore player IT has
a suitable response to any move of player I from the configuration (71, s1; 72, s2) — that is the
prescribed response by her winning strategy for the nins-round bisimulation game between
(71,71) and (73,72) on the first appearance of the configuration (77, s1; 72, s2). QED

Corollary 2.18. Let (M, r) and (M’,7’) be finite rooted I'TS with respectively n; and ny states,
for which any of the equivalent conditions in Theorem 2.12 holds for some n > niny. Then

(M,r) = (M'r).

Thus, in a finite ITS M every state r can be characterized up to bisimulation equivalence
by the characteristic formula X[@v{ ] for any large enough n. We will denote by x4, the
formula for the least suitable n. Thus, we have the following.

Corollary 2.19. For every finite rooted ITS (M, r) and a state s € M the following are equiv-
alent:

LM, s = XM
2. (M,r) = (M,s).

2.8.3 Finite versus full bisimulation

Definition 2.13. [Finite branching TS| A (I)TS is finitely branching if every state in that
transition system has only finitely many immediate successors. \%

Theorem 2.20. [Hennessy—Milner theorem| Let M and M’ both be finitely branching ITS.
Then (M,r) = (M, ') implies (M, r) = (M', 7).
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Proof: The argument is best given via the games. We claim that player II can maintain
(M,r) 2, (M’ ") indefinitely — which gives her a winning strategy for the infinite game.
For instance, let player I play in M and move the pebble from r to s. Suppose that for
all responses s’ available to player IT in M’, (M, s) #, (M’,s’). As there are only finitely
many choices for s’ due to finite branching, we can find a sufficiently large n € N such that
(M, s) #, (M, §) for all ¢’ with (w',s’) € R’. But this would imply (M,r) #,11 (M, 1),
contradicting the assumption (M,r) =, (M’ r"). QED

Corollary 2.21. Over finitely branching ITS, modal equivalence coincides with bisimulation
equivalence.

We note that the finite branching assumption is essential for the result above, as the
following example shows.

Example 2.1. Let (7,7) and (7”,7') be tree-like TS, rooted at r and 7/, respectively. Let the
roots have countably many distinct successors s;, ¢ > 1in 7 and s, ¢ > 0in 7’. For i > 1,
we let each of s; and s} be the starting point of a simple finite path of length i. We let the
extra node s, in 7' be the root of a simple infinite path. Then (7,r) # (77,7'): let player
I move in 7’ from ' to s{; the second player must move to one of the s; for i > 1 in 7; let
then player I lead the play in 7’ along the infinite path: player II gets stuck and loses in
round 7 + 2 when the end of the length ¢ path from s; has been reached. On the other hand,
(T,r) =, (T',7") for every n € N, since any two paths of lengths greater than or equal to n
look exactly the same in an n-round game. \%

2.9 Simulations

By removing the ‘Back’ condition in the definitions of bisimulation we obtain respective
notions of simulation of one transition system by another. In particular:

Definition 2.14. [Simulation between transition systems]
Given two labelled transition systems 77 = <Sl, (r—a>1> > and 7y = <Sg, (»—a>2) >,
acA a€A

B
we say that a non-empty relation § C S1 x Ss is a simulation of T; by 7T, denoted 77 = 7o,
if it satisfies the ‘Forth’ condition of the definition of bisimulation for every pair of states
(s1,s2) such that s1s2 and every transition label a € A. A\

The other notions of simulation, bounded simulation, and finite simulation, are defined
likewise.

B
Note that if (77,71) = (72,72) then every path in 77 starting at 7 is ‘B-simulated’ by a
path in 75 starting at 79, but not necessarily the other way around.

B
Consequently, if (M1,r1) = (May,re) for some interpreted transition systems M; and
Mo, then every computation in M, starting at r; is also generated in My starting at ro.
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2.10 Trace and computational inclusions and equivalences

Sometimes we are not interested in step-by-step simulation or bisimulation, but in simulations
or equivalences only involving the entire paths or computations in the respective systems.
Thus, we arrive at a variety of notions of trace and computational inclusion and equivalence,
of which we will only present here the more relevant ones.

Definition 2.15. [Trace inclusion and equivalence between rooted transition systems]
Let (77,71) and (72,72) be two rooted transition systems of the same type. A non-empty

relation § C Sy x Sy is a trace inclusion of (71,71) into (T3,72), denoted (77,71) 2 (T2,72),

if for every path r; = r 2, ri RN r?... starting at r; in 77 there is a ‘3-similar’ path

a a . .
re =19+ rd v r2 L in Tp, i.e., such that 7§35 for every k € N.

If, moreover, (73,719) Z (71,71), then we say that [ is a trace equivalence between (T1,r1)
and (T3,72), denoted (71,71) Ly (73,72). \Y

Definition 2.16. [Computational inclusion and equivalence between rooted inter-
preted transition systems] Let (M, r;) and (Ma, r2) be two rooted interpreted transition
systems of the same type. We say that (My,r1) is computationally included into (Ma,r2),
denoted (M, 1) Ceomp (Ma,2), if every computation in M; starting at r; is also a compu-
tation in My starting at ro.

If, moreover, (Ma,72) Ceomp (M1, 71), too, then we say that (My,r1) and (Ma,r) are
computationally equivalent, denoted (My,71) =comp (Ma,72). v

Clearly, if (71, L1,71) and (73, Lo, r2) are such that (77,71) 2 (72,72) and [ satisfies the
atom equivalence condition with respect to Ly and Lo, then (71, L1,71) Ceomp (72, L2, 72).
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3 Lecture 3: The linear-time temporal logic LTL

The linear-time temporal logics are intended to reason about linear models; in our case these
are single computations. The most popular linear-time temporal logic LTL was first consid-
ered in the form presented here in [GPSS80], based on the early works [Kam68, Pnu77b].
Indeed, the strict until operator, that can express all temporal operators in LTL, was first
proposed in [Kam68] while temporal logics were proposed as a framework for formal verifi-
cation of programs in [Pnu77b]. Notably, the next-time operator was introduced in [MP79]
in order to define LTL restricted to the next-time and sometime operators (see also a similar
language in [Pnu79]).

Nowadays, LTL is one of the most used logical formalisms to specify the behaviours of
computer systems in view of formal verification. It has also been the basis for numerous
specification languages, such as PSL [EF06], and it is used as a specification language in
various tools such as SPIN [Hol97] and SMV [McM93].

3.1 LTL intuitively

The linear-time temporal logic LTL usually involves the temporal operators X (“neXt time”),
F (“sometimes in the Future”), G (“always in the future”), and U (“Until”) besides the classical
propositional connectives — (negation), V (disjunction), A (conjunction) and = (material
implication). The intuitive meaning of the temporal operators:

Nexttime. Whereas ¢ states a property of the current state, X¢ states that the next
state satisfies . Thus, ¢ V X states that ¢ is satisfied now or in the next state.

Xp: nexttime p

—@—O—O—0

Sometime and Always. Fp claims that some future (or possibly, the current) state
satisfies ¢ without specifying which, while Gy claims that all the future states (including the
current one) satisfy ¢, i.e., that “p will always be true”.

Fp: sometime p

B—O0O—0O0—0—®

Gp: always p

e, p—(0)—(®)—()—(®)

By way of example, the expression alert = F halt means that if the system currently is
in a state of alert, then it will sometime later be in a halt state.

The operator G is the dual of F: whatever the formula ¢ may be, if ¢ is always satisfied,
then it is not true that —¢ will ever be satisfied, and conversely. Hence Gy and —F—y are
equivalent.

Until. The binary operator U is richer and more complicated than the operator F. 1 Upo
states that (1 is true until 9 is true. More precisely: @9 will be true at some future state,
and 7 will hold in the meantime.
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pUq: p until q
O—@—0—®

The example G(alert = F halt) can be refined with the statement that “starting from
a state of alert, the alarm remains activated until the halt state is eventually reached”:

G(alert = (alarm U halt)).

Note that the operator F is a special case of U: Fy and trueUyp are equivalent.

Other operators. Additional definable operators are sometimes added to LTL, e.g.:

Weak until. This is a variation of Until, denoted W. Intuitively, the statement W,
still expresses “p1 until po”, but without the inevitable occurrence of o; if s never occurs,
then (1 must remain true forever. Thus, 1 W is equivalent to Gy V (¢1Ug2).

Release. The “release” operator R is defined as the dual of U, i.e., 1Ry := =(=p1U=p2).
The formula ¢1Rpy intuitively states that the truth of ¢; releases the constraint on the
satisfaction of ¢9; more precisely, it means that either ¢, will be true some day and @2 must
hold between the current state and that day, or ¢ must be true in all future states (or both).

Using LTL one can express various properties of computations, e.g.:

(safety) G(halt = F lalert),
(liveness) G(p = Fq),
(total correctness) (init Ap) = F(end A q),

(strong fairness) GF enabled = GF executed.

3.2 Formal syntax and semantics of LTL in linear models
LTL formulae are built from the following abstract grammar:

propositional calculus temporal extension

ou=L| T | p| 0| oAy | Ve | Xo | Fo | Gp | pUyp

where p ranges over a countably infinite set PROP of propositional variables, obtained by
abstracting properties; for instance p may mean “x = 0”.

Given a set of temporal operators O C {X,F,G,U}, we write LTL(O) to denote the
restriction of LTL to formulae with temporal connectives from O. Given a temporal operator
0, an O-formula is an LTL formula whose outermost connective is 0, in particular it cannot
be a propositional formula. We write sub(¢) to denote the set of subformulae of the formula
¢ and |p| to denote the size of the formula ¢ viewed as a string of characters.

Models for LTL are single computations, viewed as w-sequences, and hereafter just called
linear models or LTL-models.

Formally, an LTL-model is an infinite sequence o : N — P(PROP), i.e., an infinite word
of (P(PROP))¥. For example, here are the five first states of an LTL-model:

)—(D)—O—e.aD~w)
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Given a structure o, a position i € N, and a formula ¢, we define inductively the satisfac-
tion relation | as follows:

* always 0,7 = T and never 0,7 =1,

* 0,1 Epiff p € o(1), for every p € PROP,

*x 0,1 = - iff 0,1} @,

*x 0,0 = @1 ANy iff 0,i = 1 and 0,0 = @9,

*x 0,0 = @1 Vo iff 0,i =1 or 0,0 = pa,

* oi EXpiff o,i+ 1 FE ¢,

* 0,1 = Fyp iff there is j > i such that o,j = ¢,

*x 0,1 = Gy iff for all j > i, we have 0,5 = ¢,

%

0,1 = p1Upq iff there is j > i such that 0,7 = ¢2 and 0,k | ¢ for all i < k < j.

We will use the following abbreviations: ¢; = ¢o for =1 V w2 and F¥¢ for GFp ("¢
holds infinitely often”). Similarly, p1Rep9 is used as an abbreviation for —(—¢U—ps).

Fragments. We write LTLY (01, 0o,...) to denote the fragment of LTL restricted to formulae
such that

* the temporal operators are among 01, 0o, .. .,
* the temporal depth is bounded by k,
* at most n distinct atomic propositions occur.

When n (resp. k) takes the value w, we mean that there is no restriction on the number
of propositional variables (resp. on the temporal depth). In that case, we may omit w as
well as. The temporal depth of a formula, noted td(y) is defined as the maximal nesting of
temporal operators. For instance, td((XXp) V (pU—q)) = 2. So, LTL2 (F) denotes the set of
LTL formulae of temporal depth at most 2 built over the temporal operator F (no restriction
on the number of propositional variables).

We say that two formulae ¢ and ¢ are equivalent whenever for all models ¢ and positions
i, we have 0,7 = ¢ if and only if 0,4 = 1. In that case, we write ¢ = ). Roughly speaking,
w and 1) state equivalent properties over the class of w-sequences indexed by propositional
valuations. Similarly, we say that ¢ and ¢ are initially equivalent (noted ¢ =g ¢) whenever
for all models o, we have 0,0 = ¢ if and only if 0,0 | ¢. For instance, Fp is equivalent
to TUgp. Consequently, it is clear that our set of connectives is not minimal in terms of
expressive power but it provides handy notations.

Since LTL contains only temporal operators that state constraints on future positions, the
following holds.

Observation: The equivalences = and =g are identical for LTL formulae.
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We write o |= ¢ instead of 0,0 = ¢. Models for a formula ¢ can be viewed as a language
Mod(y) over the alphabet P(PROP(y)) where PROP(y¢) denotes the set of propositional
variables occurring in ¢ (these are the only relevant ones for the satisfaction of ¢):

Mod(y) = {o € (P(PROP(¢)))” | o |= ¢}

NB. In a given temporal formula only a finite number of atomic propositions are present.
That is why, some of the technical developments in the sequel assume that PROP is finite.
However, when we really need an infinite amount of atomic propositions, typically to define
some reductions and to establish fine-tuned complexity results, we will assume that PROP is
countably infinite.

Definition 3.1. [Satisfiability and validity] An LTL-formula ¢ is satisfiable if Mod(yp) is
non-empty. Respectively, ¢ is valid if —¢ is not satisfiable, i.e., Mod(—¢) is empty. \%

The satisfiability problem for LTL, denoted by SAT(LTL), is defined as follows:
Input: an LTL formula ¢,

Question: Is there some LTL-model o such that o = ¢?
Equivalently, is it the case that Mod(y) # 07

The validity problem VAL(LTL) is defined similarly.
Input: an LTL formula ¢,

Question: Is the case that o = ¢ for all LTL-models o7
Equivalently, is it the case that Mod(—p) = 07

While the LTL models are essentially linear structures, LTL formulae can naturally be
interpreted over any (rooted) transition systems (M, s) so that ¢ holds true at (M, s) iff
for all computations o starting at the state s, we have o = . If that is the case we write
Ma § ’:V ©-

An alternative notion of truth replaces the universal quantification over computations by
an existential one: M, s E3 ¢. Thus, we talk about universal and existential truth of an
LTL-formula in a rooted transition system.

3.3 On the expressiveness of LTL

A lot can be said about the expressiveness of LTL and we refer the reader to e.g., [GHR94,
KMO08]. In this section, we present one one result about the expressiveness of LTL, showing
that this logic can capture trace equivalence between finite rooted transition systems. Clearly,
when two rooted interpreted transition systems have the same computations, they satisfy the
same LTL formulae. That the converse is also true is formally stated in Proposition 3.1
below. Moreover, this characterization can be obtained by considering ultimately periodic
computations only. We write TracesV™ (M, s) to denote the computations in Traces(M, s)
that are ultimately periodic.

Proposition 3.1. Let (M, s) and (M’,s’) be two finite and total rooted interpreted transition
systems. The following are equivalent:
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(I) For every LTL formula ¢, we have M, s =3 ¢ iff M’ s’ E3 .
(IT) Traces(M,s) = Traces(M’,s).
(III) TracesV™(M, s) = Traces"™(M’, s).

Proof: The proof uses Biichi automata on infinite words, and can be skipped by the reader
not familiar with them.

(IT) implies (I) is by an easy verification.

(I1T) implies (II) is a consequence of [CNP94]. Indeed, let ¥ = P(PROP). Given (M, s),
we consider the Biichi automaton Ay s = (3, Q, Qo, 0, F) such that L(Ang ) = Traces(M, s).
A, s is built as follows:

* Q=05,Q0={s}, FF=85,
*x (s,a,8') € § iff sRs" and L(s) = a.

The Biichi automaton A ¢ is built similarly. Consequently, Traces(M, s) and Traces(M’, )
are w-regular languages. Assume that (III) and suppose that not (II). So,

L' = (Traces(M, s) \ Traces(M’,s")) U (Traces(M’, s') \ Traces(M, s))

is nonempty and w-regular (since w-regular languages are closed under Boolean operations).
By construction, L’ has no ultimately periodic w-word, but this is in contradiction with the
fact that every nonempty w-regular language has at least one ultimately periodic w-word.
In order to prove that (I) implies (III), we need a preliminary definition. Let I' € X. In the
formulae below, the expression Aprop I’ is an abbreviation for

X(Apr N\ )
pel’ pgl’
We write 1, to denote the formula below:

A XCN cG)AXCA G A D)=X( A D)

0<j<i+p PROP IeX PROP PROP

Assume that (I) and not (ITI). Since Traces"™(M,s) # Traces"™(M’, s'), say there is o €
TracesV(M, s) \ TracesVM(M’, s') is nonempty (the other case requires an analogous treat-
ment). Consequently, o |= 1, and therefore M, s =3 1,. However, o & TracesV"(M’, )
and for every trace o’ € Traces(M',s’), o’/ # o, whence o’ £ 1,. Hence, M', s’ [£3 1, which
leads to a contradiction. QED
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4 Lecture 4: Model-checking and testing satisfiability of LTL
formulae

4.1 LTL model-checking

Model-checking is about checking if a given formula is true in a given model. In order to define
the algorithmic problem of model-checking, models must be finitely presentable objects, which
leads us to the following notion.

Definition 4.1. [Finite transition systems| We say that M = (S, R, L) is finite whenever
S, the image of L, and each set in that image are finite sets. (When PROP is finite, the last
two conditions are automatically satisfied). \Y

It is worth observing that even when a transition system (M,s) is finite, the set of
computations starting at s may be uncountably infinite (two states and one atomic proposition
suffice for that). Furthermore, in full generality, a linear model is a function o : N — P(PROP)
with no specific regularity, so these are infinite objects, and some of them are essentially
infinitary (think e.g., of binary representations of irrational numbers). Still, some infinite
linear models have a simple finitary presentation, which we will use to define the algorithmic
problem of model-checking LTL-formulae on linear models.

Consider a finite transition system that has the shape of a lasso, i.e. consists of a finite
‘tail’ of linearly arranged states, followed by a ‘loop’, i.e. a finite cycle of states. Clearly,
such a transition system generates a unique computation, which has an ultimately periodic
behaviour. Formally, an ultimately periodic model o : N — P(PROP) is a model such that
there exist natural numbers ¢ and p > 0 verifying for every k > i, o(k) = o(k + p). The finite
sequence 0(0),...,0(i—1) is the prefir (possibly empty) and o(i),...,0(i+p—1) is the loop.
We say that o has prefiz index i and period p. Thus, an ultimately periodic model o can be
equivalently represented by the finite sequence Iy, ..., I';;, such that each I'; = o(j).

4.1.1 Path model-checking of LTL formulae

As will be shown in subsequent sections, model-checking problems for LTL in finite transition
systems are usually intractable, since in the worst-case exponential in the size of the input
formula amount of time is needed to solve them. However, in the case of finite (in the
sense defined above) ultimately periodic models the complexity of model-checking is reduced
considerably. Here is the corresponding path model-checking problem for LTL:

input: A finite ultimately periodic model ¢ and an LTL formula ¢.
question: Does o = ¢?
Proposition 4.1. The path model-checking problem for LTL is decidable in PTIME.

Proof: Let o be an ultimately periodic model of prefix index ¢ and period p encoded by the
sequence I'g, ..., T4, in which each I'j € PROP for some LTL formulae ¢. One can check
whether o = ¢ in time O((i + p) X |p|) by a labelling algorithm that successively marks the
positions of ¢ between 0 and i + p by subformulae of increasing size. To do so, we introduce
a Boolean array T' of dimension (i +p+ 1) x card(sub(y)) with the intention that T'[j,¢] = T
iff o,j = 4. So, 0 E ¢ iff T[0,] = T. The elements of T are computed by considering
subformulae of increasing size.
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* T[]v _ﬂ[)] d:ef (_'T[jv ¢])7
Tlj, 1 A o] = Ty eb1] A TG, o),

T[j, Xep1] = T[j + 1,4] for j < i + p,

%

%

Tli + p,X¢n] = T[i + 1,4h1],

T[4,41U1hs] is equal to

%

%

(V@ eln N\ TV

J<y'<itp J<k<y’

G=AC\ @G wdn N Theda N Tk )

i<j'<j j<k<itp' i<k<j’

For ¢ € sub(y), a naive reading of the above equalities implies that T[0,¢], ..., T[i + p, ]
can be computed in time O((i + p)?). However this can be refined a bit further so that o |= ¢
can be checked in time O((i + p) x |¢|). QED

NB. It is currently unknown whether the path model-checking problem for LTL is PTIME-
hard [DS02, Open problem 4.1]. Variants of the problem obtained by modifying the encoding
of the ultimately periodic model or the specification language have been studied in [MS03].

4.1.2 The full model-checking problems for LTL

Now, let us consider the full model-checking problems for LTL. Given an interpreted transition
system M = (S, R, L) (recall that R is always assumed total) and a state s € S, we write
Traces(M, s) to denote the set of infinite computations whose initial state is s. Hence,
Traces(M, s) is a possibly infinite set of w-words in P(PROP)“. We write PROP(M) to
denote the finite set of atomic propositions occurring in the image of L. When M is finite,
its length | M| is defined as the sum

card(S) + card(R) + Z card(L(s)).
seS

The local model-checking problem for LTL consists in checking whether all computations
in Traces(M,s) satisfy a given LTL formula. More formally, the (universal) local model-
checking problem for LTL, denoted by MCY(LTL), is defined as follows:

input: an LTL formula ¢, a finite interpreted transition system M and a state s € .S,
question: Is it the case that M, s =y ¢7.

Without any loss of generality, in the above statement we can assume that the codomain
of L is restricted to PROP(y). The assumption that R is total is not really essential but it
allows to simply some technicalities.

We leave to the reader the proof of the lemma below.
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Lemma 4.2. M, s vy ¢ iff Traces(M, s) N Mod(—¢) = 0.

The dual, existential notion of truth of LTL-formulae leads to the existential local model-
checking, denoted by MC?(LTL). We write M, s =3 ¢ if o = ¢ for some o € Traces(M, s).
Likewise, the following lemma holds:

Lemma 4.3. M, s 3 ¢ iff Traces(M, s) N Mod(p) # (.

We present below a simple interpreted transition system in which ON and OFF are propo-
sitional variables and we identify them with states where they hold respectively.

We leave to the reader to check that the properties below hold:
* M, OFF =y F°ON V F*OFF,

* M, OFF [~y F*°ON and M, OFF }~y F*OFF,

* M,ON 3 FON A F*OFF,

* M,ON |3 -F>*OFF,

* M, ON =3 G(ON = XX OFF).

While the local model-checking problems concern truth of a formula at a state, the
global model-checking problems are about computing the set of all states where the given
formula is true. Formally the (universal) global model-checking problem for LTL, denoted by
GMCY(LTL), is defined as follows:

input: an LTL formula ¢, and a finite interpreted transition system M.
output: the set of states s such that M, s =y ¢?.

The existential global model-checking problem (which will not be discussed further) is
defined likewise.

Global model-checking of an LTL-formula ¢ in an ITS M can be reduced in a straight-
forward way to local model-checking, by testing the truth of ¢ independently at each state of
M. However, this approach is apparently inefficient, because the same work would have to
be done many times. A more efficient approach would be to do simultaneous model-checking
of the subformulae of ¢ at all states of M and reuse the results efficiently.

For more details on LTL model-checking and satisfiability testing, see e.g., [KMO8] and
[BKOS].
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4.2 Relating model-checking and validity

Even though the decision problems related to model-checking and validity are quite different,
in this section we shall provide simple reductions between them, possibly at exponential cost.
In the subsequent chapters dealing with the automata-based approach, we shall see that
indeed these problems can be solved uniformly.

In order to reduce validity to model-checking it is sufficient to consider interpreted tran-
sition systems whose set of traces is precisely the set of all LTL models.

Lemma 4.4. There is a reduction from VAL(LTL) to MC"(LTL).

Proof: Let ¢ be a formula built over the propositional variables py,...,p,. We write M,, =
(S, R, L) to denote the complete interpreted transition system such that S = P({p1,...,pn})s
R = SxS and L is the identity. Then ¢ is valid if and only if for all s € S, we have M,,, s v ¢.
QED

Observe that the above reduction is not in logarithmic space and it is not a many-one
reduction, namely in order to solve an instance of VAL(LTL) we may need to solve many
instances of MCY(LTL). By contrast, the reduction below in the other direction will be a
logarithmic space many-one reduction.

Proposition 4.5. There is a logarithmic space reduction from MCY(LTL) to VAL(LTL).

Proof: We follow the argument presented in [SC85, page 740]. Let M = (S, R, L) be a finite
and total interpreted transition system and ¢ be an LTL formula built over the propositional
variables p1,...,pg. In this proof, we make use of the countably infinite amount of atomic
propositions since to to each state s in .S, we associate a new propositional variable ps; and
we encode the valuation L(s) by the formula AP; below:

AP, = N{pi:1<i<k,p€L(s)} A N{pi:1<i<kpi&L(s)}
For each state s, we encode the non-empty set R(s) of direct successors by the formula:
Neaty & X\/{pS/ :s' € R(s)}.
Every state s in M is encoded by the formula
def

ws = APs = (AP; A\ Nexts).

Finally, the structure M is encoded by the formula

om = G(\{ps : s € S} AUNI)

where UNI is a propositional formula (without temporal operators) that states that a unique
atomic proposition from {ps : s € S} is satisfied at the current state. One can show that
M, s Ey ¢ iff (om A ps) = ¢ is valid. QED

The proof of Proposition 4.5 uses a rather standard approach that consists in reducing a
question of the form “M | ¢?” to satisfiability /validity of ¥xq A ¢ where ¥, encodes the
model M. In order to answer this second question, deductive methods can be used.
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4.3 Ultimately periodic model property for LTL-formulae

In this section, we state and discuss a fundamental result about LTL that is the core of most
algorithms to solve decision problems about LTL (and many of its extensions), viz., that if
an LTL formula has a model then it has an ultimately periodic model. For a proof the reader
is referred to [SC85].

Theorem 4.6. [SC85, Theorem 4.7] For every satisfiable LTL formula ¢, there is an ultimately
periodic structure o such that o |= ¢, its period is bounded by || x 249! and its prefix index
is bounded by 24¢!.

Existence of ultimately periodic models for satisfiable LTL formulae is a major step to-
wards designing decision procedures for LTL decision problems. Furthermore, such models
can be encoded as small sequences of sets of subformulae satisfying local conditions and fair-
ness conditions, thus keeping the space needed for the verification of the existence of such
models polynomially bounded by the size of the formula. In the rest of this section we sketch
such an encoding.

Given an LTL formula ¢, we write clprr () to denote the least set of formulae closed
under subformulae and negations (double negations are eliminated) containing ¢ and such that
1Uthg € clrrr () implies X(11Uts) € clirL(p). It is a routine to check that card(clyrr(¢)) <
4l

Given a structure o and a formula ¢, we write clyrr, (9, 0,7) to denote the set of subfor-
mulae of ¢l (¢) that hold true at position i, i.e. clyrr (@, 0,7) = {¢ € crrn(e) : 0,1 | ¥}

A subset T' C clprr(p) is mazimally consistent (with respect to ¢) whenever

* for every 1 A9 € clrrrn(v), 1 Ay € T iff ¢py,09 € T,

* for every 1 V 99 € clrrn(v), ¥1 Vi € Tiff 1 € X or ¢y €T,
* for every =) € clyrr(p), 7 e Tiff p €T,

* for every Y1 Uvs € clyrr(p), o € T or ¥, X(1p1Uyhs) € T

The proof of the following two lemmas are routine.

Lemma 4.7. Let o be a structure, ¢ be an LTL formula and i > 0. Then, clyrr(p,0,1) is
maximally consistent.

The pair of p-saturated sets (I'1,I's) is one-step consistent (with respect to ¢) iff for every
Xl/) S CZLTL((p), Xl/) eIy iff 1/1 e Ils.

Lemma 4.8. Let o be a structure, ¢ be an LTL formula and ¢ > 0. Then, (clyrr (¢, 0,19), clurL (g, o, i+
1)) is one-step consistent.

Definition 4.2. [Small satisfiability witness] Let ¢ be an LTL formula. A small satisfiability
witness for ¢ is a finite sequence I'y,... I, ..., i}, of subsets of clyrr,(¢) such that

1. 0<i<2%and 0 < p < |g| x 24%! (i is just a distinguished position)

2. each I'; is maximally consistent, I'; = I';;, and ¢ € Iy,
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3. for 0 < j <i+p, (I'j,I'j41) is one-step consistent,

4. if an U-formula 1)1 Uy, belongs to |J I'; then 12 belongs to |J r

i<j<i+p i<j<itp I

\%

Condition 1 guarantees that the sequence is not too large whereas Conditions 2 and 3
ensure local consistency as well as initial and final conditions. Combining them with Condition
4 provides a fairness condition.

Theorem 4.6 implies that if an LTL-formula is satisfiable then it has a small satisfiability
witness. The converse is also true.

Lemma 4.9. An LTL formula is satisfiable iff it has a small satisfiability witness.

For a proof, see [SC85].

Most methods to check satisfiability of an LTL formulae attempt to find a small satisfi-
ability witness or a variant. For instance, a brute force algorithm consists in generating all
the sequences of subsets of ¢l (¢) of length at most 24! 4 || x 24¢! and checking whether
one of the sequences is a small satisfiability witness. This provides a double exponential-time
decision procedure for LTL satisfiability. Alternatively, one can guess a sequence of length at
most 24!+ lo] x 24¢l and check on-the-fly that it is a small satisfiability witness. This can be
done in nondeterministic polynomial space as shown in [SC85]. By Savitch’s Theorem [Sav70],
this provides a polynomial space upper bound.

Theorem 4.10. [SC85] LTL satisfiability is in PSPACE.

The (existential) model-checking problem for LTL can be solved in polynomial space using
a similar argument. Indeed, each position of the small satisfiability witness can be augmented
with a state of the transition system and the one-step consistency condition further requires
that two states in successive positions belong to the accessibility relation of the transition
system. The only other essential difference is that the maximal values for the prefix index
and the period have an additional factor: the number of states of the transition system.

Theorem 4.11. [SC85] Existential model-checking problem for LTL is in PSPACE.

Since a satisfiable LTL formula may have more than one small satisfiability witness, it
makes sense to develop different methods to generate as efficiently as possible at least one
witness. The goal of the tableau-based approach introduced in [Wol85] consists in generating
a tableau that encodes all the small satisfiability witnesses for a given formula by decomposing
subformulae on demand (the fairness condition needs to be part of the final check). Similarly,
in the automata-based approach [VW94], to each formula we associate a Biichi automaton that
accepts exactly the models of the formula and checking the nonemptiness of this automaton
amounts to find a small satisfiability witness for the formula. Hence, the methods for checking
LTL satisfiability (and model-checking) adopt distinct strategies and heuristics to build such
small satisfiability witnesses when they exist.

4.4 A note on extensions of LTL

Various extensions of LTL have been proposed and studied. The most notable of them include
LTL with past operators [LPZ85], [L.S00], [LMS02], [Mar02], Wolper’s Extended Temporal
Logic ETL [Wol83], [VW94], and the linear mu-calculus [Var88].
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5 Lecture 5: Branching time temporal logics

While LTL is suited for reasoning about single computations in a transition system, more
expressive languages and logics are needed to reason about the entire transition system. Such
languages should be able to refer to, and quantify over, all possible computations starting from
a given state.

The study and use of branching-time logics in computer science started in the late 1970’s
- early 1980’s when several similar branching-time logical systems were proposed in [Abr79],
[Lam80], [BAPMS81], and [CES81]. The latter paper introduced the computation tree logic
CTL, which subsequently emerged as the most popular and practically useful among these.
Soon, a debate on the pros and cons of linear time (LTL) vs branching time (CTL) logics
ensued, and in response to it the very expressive logic CTL*, encompassing both approaches,
was introduced in 1983, in [EH83],[EH86]. See the survey [Eme90] and the bibliographic notes
for more details and references.

5.1 The temporal logic of reachability TLR

Before discussing the more expressive and popular branching time logics CTL and CTL*, we
will introduce briefly the basic temporal logic of reachability in transition systems, denoted as
TLR. We will then build the other branching time logics on top of TLR.

5.1.1 Syntax and semantics of the reachability Logic TLR

Given a TS 7 = (S5, {»L} A), we denote by —2." the reflexive and transitive closure of the
ac

transition relation ——, that is: s +2." 1 iff there exists a finite path s = s — §1... —>
Sp =t, where n > 0.

The temporal logic of reachability TLR extends TL with additional (existential) reacha-

bility modalities EF,, one for each transition relation R,, with semantics:

M, s = EF,p if M,t |= ¢ for some t € S such that s 2 t, i.e. such that there
exists a finite path s = sg — 51 ... — s, = L.

Thus, EF,¢p is true at the state s if ¢ is true at some state t reachable from s.
The dual, (universal) coverability modalities, are defined as expected: AG, := - EF,— and
have the respective semantics:

M, s = AGup if M,t = ¢ for every t € S such that s T

Thus, AG,p is true at the state s if ¢ is true at every state t reachable from s.

All basic syntactic and semantic notions of TL extend seamlessly to TLR; we leave the
details to the reader.
5.1.2 Bisimulation games and bisimulation invariance of TLR-formulae

The notion of bisimulation game can be extended to TLR-bisimulation game by allowing
player I to choose between two types of moves: step-move along single step transitions, and
path-move, along finite paths. The former are as in the usual bisimulation games, while in
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the latter, in a configuration (My, s1; Ma, s2) player I is allowed to choose a finite path in
M, starting from s; for ¢ € {1,2} and pick the last state t; of that path; then player IT must
respond by choosing a finite path in the other ITS Mj3_; and picking its last state s3_;. The
resulting configuration is (Mj, t1; Ma,t2) and the rest of the game is the same.

Note that the TLR-bisimulation game are equivalent to the usual bisimulation games, in
a sense that, for any given initial configuration a player II has a winning strategy in one iff
that player has a winning strategy in the other; consequently, same applies to I, too. Indeed,
if player II has a winning strategy for the TLR-bisimulation game then the same winning
strategy will work for the TL-game. Conversely, if player IT has a winning strategy for the
TL-game, then any path-move of player I in the respective TLR-bisimulation game can be
represented as a series of step-moves; all player IT needs to do in her response is to follow
step by step her winning strategy in responding to the successive step-moves.

On the other hand, it is quite easy to re-state Theorem 2.6 and Corollary 7?7 to apply for
TLR, where the modal depth of a TLR-formula is computed by considering EX and EF as
two separate modalities and replacing bisimulation game by TLR-bisimulation games:

Proposition 5.1. Let (M, s1) and (Mg, s2) be rooted interpreted transition systems.

1. If player IT has a winning strategy for the n-round TLR-bisimulation game with initial
configuration (M, s1; Mg, s2) then (M, s1) = r (Mo, s2).

2. If player II has a winning strategy for the TLR-bisimulation game with initial configu-
ration (My, s1; Mg, s9) then (My, s1) =rLr (Ma, $2).

Proof:
1. Minor modification of the proof of Theorem 2.6.
2. Immediate from 1.

QED

Consequently, we find that the formulae of TLR are invariant under bisimulations:

Proposition 5.2. [bisimulation invariance of TLR-formulae] If (M, s1) and (Ma, s2) are rooted
interpreted transition systems, such that (Mj, s1) = (Ma, s2), then (My, s1) =1Lr (Mo, S2).

Proof: By Proposition 5.1, using the equivalence between TL-bisimulation games and TLR-
bisimulation game. QED

5.1.3 Characterization of finite transition systems up to bisimulation equivalence
with TLR

We have already seen in Lecture 3 that LTL is sufficiently expressive to define any ultimately
periodic computation in a finite transition system up to isomorphism. Moreover, with LTL
one can characterize any finite rooted ITS up to trace equivalence.

However, LTL cannot characterize an I'TS up to bisimulation equivalence: there are easy
examples of non-bisimilar I'TS satisfying the same LTL-formulae. On the other hand, we will
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show that TLR is expressive enough to describe every finite rooted ITS up to bisimulation
equivalence?.

First, let us recall some results from section 2.8.1:

1. With every rooted ITS (M, r), where M = (S, R, L) and n € N we associate a charac-
teristic formula of depth n: XFM i € TL.

2. When M is finite, with every r € M we associate the characteristic formula x|,
(which is Xﬁw ] for a large enough n) characterizing r up to bisimulation equivalence
within M.

Theorem 5.3. (Cf. [BCGS88])

For every finite rooted ITS (M,r), where M = (S, R, L) there is a TLR-formula @,
that characterizes (M, r) up to bisimulation equivalence, i.e., for any rooted ITS (M’ r'), the
following are equivalent:

1. M,,T‘, ): q)[./\/l,r’}'
2. (M')r") = (M,r).

Proof: We first define for every s € M the formula

Eim,s) = AG <X[M,s} — /\ EXX g A AX \/ X[M,t]) .
sRt sRt

Now, we define

QM) = XM A /\ EiM,s)-
ses

The implication 2 = 1 is immediate from the bisimulation invariance of TLR-formulae,
Proposition 5.2.

For the implication 1 = 2 it suffices to define a winning strategy for player ITI for the TL-
game between (M’ r") and (M, r) with initial configuration (M, r; M’ '), using the formula
P[4, as follows: at every round of the game, player II responds to the choice of player I
by choosing a state satisfying the same characteristic formula x4, as the choice of player
I. That such strategy can be proved by induction on the number of rounds: at round 0 that
follows from the fact that M’, 7" |= x(a4,,)- Now, suppose that M', s’ |= x|u4,4), i-€., i.e. the
condition of the winning strategy is satisfied by the current configuration (M, s; M’ s") of
round n. This, and the assumption M’, 7" |= ®[4,), imply that

() M s" = Ao EXX[Mm 1, and

() M’ 8" = AXV gy X1

Now, consider the two cases for the possible move of player I:

1. If player I chooses a successor t of s in M, then, by (*), M',t' = xry for some
t' € M’, and any such t’ is a good choice of player II.

2. If player I chooses a successor ' of s' in M', then, by (**), M',t' = x4 for some
t € M, and any such t is a good choice of player II.

3This was first established in [BCG88] for CTL, but was essentially known earlier in modal logics, see e.g.,
[BARVO01a].
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That completes the induction. QED

Corollary 5.4. Two finite rooted interpreted transition systems are locally bisimilar iff they
satisfy the same TLR-formulae.

5.2 The full computation tree logic CTL*

As we have already noted, the logic CTL* was introduced by Emerson and Halpern in [EH83],
[EH86] as an extension of, and a unifying approach to, both the linear-time logic LTL and
the branching-time logic CTL. From purely logical perspective, the logic CTL* is precisely
the Ockhamist logic of the class of w-trees, i.e., of the tree-like models where every path has
the order type w of the natural numbers, while CTL is the Peircean logic on the same class
of models. Arguably, CTL* is more natural in logical terms than CTL, as it fully combines
the purely temporal fragment with the path quantification, without the syntactic restrictions
of CTL. So, contrary to the historical development, we will begin with CTL*.

5.2.1 Language and syntax
The language of CTL* extends the one of LTL with the path quantifier A, thus involving

formulae of the type Ay, meaning “p is true on every computation passing through the
current state”.
The set of formulae of CTL* is defined recursively as follows:

p=p|lop|(@Ae)| Xe|pUp|Agp

The other logical connectives T, 1, =, V, <, and the temporal operators F and G are
definable as usual, as well as the ‘macros’ G> and F*°. Again as usual, E ¢ is defined as = A =g
and means “p is true on some computation passing through the current state”. Parentheses
in formulae will be omitted when no ambiguity may arise.

It is convenient to distinguish two types of CTL*-formulae: state formulae, that are
evaluated relative to states, and path formulae, evaluated relative to paths. The sets StateFor
of state formulae and PathFor of path formulae are defined by mutual induction as follows.

StateFor:

* All atomic propositions and L are in StateFor.

* If 1) € StateFor then —¢, p A 1) € StateFor.

* If ¢ € PathFor, then A ¢ € StateFor.

PathFor:

* Fvery state formula is a path formula: StateFor C PathFor.

* If p, ¢ € PathFor then -y, o A ¥, X, pUy € PathFor.
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5.2.2 Semantics

The models of CTL* are interpreted transition systems.

Since all CTL*-formulae are path formulae, the basic semantic notion is truth of a formula
relative to a path in an interpreted transition system. If M = (S, R, L) is an interpreted
transition system and m is a path in M, then M, 7 = ¢ will mean that ¢ is true of the path
T in M.

Notation: given a path 7, we obtain the path 7>; by chopping off the first k states of m,
ie., m>p =mw(k),m(k+1),m(k+2),....

The inductive definition of M, 7 |= ¢ naturally extends the truth definitions for LTL and
TLR.

* M,m = piff p e L(n(0)) for p € PROP;

* M, = —p iff M, [~ ¢;

* Mt =AY iff M,mkE@and M,7 =1
* M, = Xp iff M, 7> = ¢;

* M, = oUy, iff M, m>; = o for some j > 0 and M, 7>; |= ¢ for every i such that
0<i<j.

* M,mEApifft M, 7' = ¢ for every path 7’ in M with the same initial state as .

Hereafter by a CTL*-model we mean any interpreted transition system, where truth of
the formulae of CTL* is defiend as above.
Now, given a CTL*-model M we say that:

* a path formula ¢ is true of the state s of M, denoted M, s |= ¢, if M, |= ¢ for every
path 7 in M such that 7(0) = s.

* a formula ¢ is valid in M, denoted M |= ¢, if M, s |= ¢ for every state s in M.

* a formula ¢ is valid in a transition system 7, denoted 7 |= ¢ if it is valid in every
interpreted transition system (7, L) over 7.

%

a formula ¢ is valid, denoted |= ¢, if it is valid in every transition system.

%

a path formula ¢ is satisfiable if it is true of some path 7 in some interpreted transition
system M.

%

likewise, a state formula ¢ is satisfiable if it is true of some state s in some interpreted
transition system M.

NB. Note that, due to the different sorts of CTL*-formulae, unlike in most traditional
logics, validity in CTL* is not closed under uniform substitutions. Indeed, p = Ap is valid
for any p € PROP, while Gp = A Gp is not valid.
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NB.  Since all formulae of CTL* are path formulae, the semantics of CTL* can be modified
to evaluate every atomic proposition, and hence every formula, on a set of paths. Then, the
same atomic proposition p may be true with respect to one path, while false with respect to
another, starting at the same state. The resulting logic is still decidable [BHWZ04], however
it becomes much less intuitive.

Exercise 5.1. Consider the two-sorted language for CTL*, where state and path formulae
are formally distinguished, and define by simultaneous induction on state and path formulae
the notions of truth respective to states and to paths.

Note that LTL can be regarded as the fragment of CTL* consisting of all purely path
formulae, i.e., those containing no path quantifiers, while TLR is the (EX, EF)-fragment of
CTL*.

5.2.3 Some useful validities in CTL*
Proposition 5.5. The following formulae are CTL*-valid:
* A for every LTL-valid formula ¢;
* Ap = ¢; (NB: ¢ can be a path or a state formula.)
Alp = ¥) = (Ap = AY);
AXp = XA y;

%

%

%

AGp = GAy;

* AGEFy = EGFyp; (Burgess’s formula)

>*

AG(p = EXp) = (p = EGyp);

%

AGAp = EXFAp) = (Ap = 3GFAy);

%

AGEy = EX((E9UE®D))) = (E¢ = EG((E¥UE®))) (Reynold’s limit closure for-
mula).

Proof: Exercise. QED

5.2.4 Expressing properties of transition systems with CTL*

CTL* can be used to express various global properties. For instance:
* Partial correctness along every possible computation:

© = A G(terminal = v).

* Partial correctness along some possible computation:

¢ = EG(terminal = ).
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* Total correctness along every possible computation:

© = AF(terminal A ).

* and total correctness along some possible computation:

¢ = EF(terminal A ).

* Fairness along every possible computation:

A(GF(resource requested) = F(resource granted))

etc.

5.2.5 Bisimulation Invariance of CTL*

B
Proposition 5.6. If (M1,r;) = (Mag,r2), then (My,71) and (Ma,r2) satisfy the same state
formulae of CTL*.

Proof: Induction on the state formulae of CTL*, using Proposition 2.2. QED

Question: What about the converse? Read further.
A notion of bisimulation can be accordingly introduced as a relation between paths rather
that states; see [Sti92] for details.

5.2.6 Addendum: generalized semantics for CTL*

The semantics of CTL* given above takes all paths in the transition system into account.
This is not always necessary, and sometimes it is even not reasonable because some paths
could be forbidden by liveness or fairness conditions imposed on the transition system. On
the other hand, in order to give meaningful semantics, there ought to be sufficiently many
available paths. The situation here is similar to Ockhamist semantics over bundled trees.

We are going to generalize the semantics of CTL* by considering models based on pairs
(7,1II) where 7 is a labelled transition system and II is a family of recognized paths in 7. A
minimal reasonable requirement for such a family is that it must be covering: every state must
belong to some recognized path. This, however, is not sufficient, because the truth definitions
of the temporal operators invoke suffizes of a path, which may not be in the family. Recall, a
suffix of a path 7 is every path 7> obtained from 7 by chopping off the first k states. Thus,
we impose the additional requirement of suffix closure: every suffix of a path from II must be
in II.

A pair (7,1I) where II is a covering and suffix closed family of paths in 7" will be called a
generalized branching time structure. An interpreted generalized branching time structure is a
triple (7,P(7), L), where L is a state description in 7. The semantics of CTL* can be gener-
alized over such structures with no complications, just by restricting the path quantifications
to the family II.

Given a transition system 7 the set of all paths on 7 will be denoted by P(7). A
generalized branching time structure (7, P (7)) will be called standard or, following [Eme83],
R-generated.
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Note that this generalized semantics is not equivalent to the standard one, because not ev-
ery formula valid in all transition systems is valid in all generalized branching time structures.
One example is AXp = XA g. (See more examples in the exercises.)

Working through this example, one can see that the reason for the possible failure of that
formula is that a path (falsifying ¢) may belong to IT while its extension one step backwards
is not in II. Thus, another natural closure condition emerges: a family of paths II is prefix
closed if whenever a path 7 belongs to II and sR7(0) then the path s.7m obtained by prefixing
7 with s must belong to 11, too.

Given a path m = 7(0), 7(1), ... we denote by <, its initial segment 7(0),7(1),...,m(n).
Given two paths 7 and 7', such that 7(n) = 7(m), the path 7<,.7% ., obtained by append-
ing 7, ., to m<, is called a fusion of m and 7.

A family of paths is called fusion closed if every fusion of paths from II belongs to II.

Proposition 5.7. Suffix closure and prefix closure together imply fusion closure.

Proof: Exercise. QED

Yet another natural closure condition, satisfied by standard models is limit closure: if 7
is a path such that for every n € N there is a path p" such that the fusion 7<,.p%,, belongs
to II, then m must belong to II, too.

Theorem 5.8. [Eme83]

1. A family of paths II is suffix, fusion, and limit closed iff there is a transition system 7°
such that IT = P(7).

2. A generalized branching time model (7, 1I) is R-generated iff it is prefix and limit closed.

Proof: Exercise. QED

For more discussion on the standard vs generalized semantics for CTL* see [Sti92], as well
as [Tho84] and [Zan96], from the viewpoint of complete trees vs bundled trees in Ockhamist
branching time logics.

5.2.7 CTL as a fragment of CTL*

The computation tree logic CTL is a syntactically restricted fragment of CTL*. It was in-
troduced before CTL* by Clarke and Emerson in [EC80] and [CES81]. It is an extension of
the very similar branching time logic UB, introduced at about the same time in [BAPMS1],
which does not contain U, but only X and G. Although CTL is not as expressive as CTL*, it
is often regarded a better choice for practical applications because of its lower computational
complexity. Indeed, as we will show in next lecture, unlike CTL* model-checking of CTL is
tractable.

The language and syntax of CTL are the same as those of CTL*, but there is a syntactic
restriction on the formation of the CTL-formulae: the temporal operators X and U, must be
immediately quantified by path quantifiers. Thus, in CTL there are only state formulae. For
instance A GFp and E(Fp A pUv) are not CTL-formulae. In fact, allowing Boolean combina-
tions of path formulae within the scope of a path quantifier does not extends essentially the
expressiveness of the language, as we will show further.
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Because of that syntactic restriction, A(p1Ups) and E(¢1Ups) are not inter-definable in
CTL, so both path quantifiers must be present in the language. Here is the recursive definition
of CTL-formulae:

pi=p| L[ (p1= ¢2) [ AXp | A(p1Ugps2) | E(p1Uwp2).
Some definable operators in CTL:
* EXyp := = AX=p,
* AFp :=A(TUyp),
* EFp:=E(TUp),
* AGp := - EF-yp,
* EGyp := - AF-p.

The semantics of CTL is the same as CTL*.
Exercise 5.2. Show that AU is definable in terms of E-prefixed operators.

Note that the translation of TLR in CTL* in fact embeds TLR into CTL. Thus, TLR
is essentially the (EX, EF)-fragment of CTL. Consequently, CTL suffices to characterize any
finite I'TS up to bisimulation.

5.2.8 Expressing properties of transition systems with CTL

For invariance and eventuality properties, CTL is essentially as expressive as CTL*: note that
the examples of CTL*-formulae expressing partial and total correctness in 7?7 are actually
CTL-formulae.

However, CTL is not suitable for expressing fairness properties where G* and F* are
essentially used®. For instance, the example of fairness along every possible computation,
expressible in CTL* is beyond the expressiveness of CTL. It is certainly different from what
seems to be the closest translation in CTL:

A G AF(resource requested) = A F(resource granted)

Exercise: show that these are not equivalent. Which is stronger?

5.2.9 Some variations and extensions of CTL

Numerous variations and extensions of CTL have been studied, including: CTL without
nexttime operator, which is related the notion of behavioural equivalence modulo stuttering,
see [BCG88]; CTL? which allows pairing of two temporal operators after a path quantifier,
thus enabling expression of fairness properties, see [KG96]; CTL™, which allows any boolean
combinations of unnested temporal operators in the scope of a path quantifier (proved to be
as expressive as CTL, but exponentially more succinct), see [LMS01]; CTL with past, see
[LS00], [LMSO02]; etc.

“The original version of CTL introduced in [EC80] contained these operators, too.
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6 Lecture 6: Model-checking and satisfiability testing of branching-
time logics.

7 Model-checking of CTL*reduced to model-checking of LTL

As first shown in [EL87], model-checking of CTL*-formulae can be reduced to global model-
checking of LTL-formulae, inductively on the path quantifier rank (the maximal number of
nested path quantifiers) of the formula as follows. First, note that the CTL*-formulae with
path quantifier rank 0 are precisely the LTL-formulae. Now, given any CTL*-formula ¢ and
a CTL*-model M, we identify the maximal state subformulae 1,...,9, of ¢ and replace
them uniformly with new atomic propositions p1,...,p,. Note that each ; is a boolean
combination of atomic propositions and formulae of the type A8 where 6 is a CTL*-formula
of path quantifier rank less than the one of . Besides, the result of substitution of p1,...,pn
respectively for 11,...,1, in ¢ is an LTL-formula ¢’. Using the inductive argument, we
can globally model check each of ¢1,...,1, and compute the sets of states Xq,...,X, in
the model M where each of them is true. Then we modify M to a model M’ by assigning
the atomic propositions p1,...,p, to be true respectively in the sets of states Xi,...,X,.
Now, the global model-checking of ¢ in M is reduced to the global model-checking of the
LTL-formula ¢’ in M’. For more details on CTL* model-checking see also [BK0S].

The procedure outlined above gives a PSPACE-complete method for model-checking of
CTL*, which is optimal since LTL is a fragment of CTL*.

As an alternative approach, an efficient on-the-fly method for CTL* model-checking has
been developed in [BCGY5].

7.1 Polynomial time model-checking algorithm for CTL

The reduction method described above applies, in particular, to CTL, but it turns out that
model-checking of CTL-formulae can be done much more efficiently. The model-checking
problem for CTL was first discussed and solved optimally in [CE81], where a model-checking
algorithm for CTL was developed that works in time linear both in the size of the model and
in the size of the formula, which is a strong argument to use CTL as a formal language for
specification and verification. We will present that algorithm in detail here.

Formally, the CTL model-checking problem MC(CTL) can be defined as follows:

input: a CTL formula ¢, a finite and total Kripke structure M and sg € W,
output: 1if M, sy = ¢, 0 otherwise.

Proposition 7.1. Let M = (W, R, L) be a CTL model and ¢ be a CTL formula. Computing
the set ||p||m = {s € W : M,s = ¢} can be done in time O((card(R) + card(W)) x |¢|).

In the proposition above, we assume that the codomain of L is a subset of P(PROP(y))
where PROP(yp) is the set of propositional variables occurring in ¢.
Proof: Let M = (W, R, L) be a CTL model and ¢ be a CTL formula. The directed graph
(W, R) is encoded by lists of neighbours (total size in O(card(R) + card(W))) whereas the
labeling function L is encoded by a vector of length card(W): the ith element contains the
indices of the propositional variables that hold true at the ith state of W (arbitrary orderings
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of variables and states). The size of L is in O(card(W) X |¢]).

Let 1, ..., @i be the subformulae of ¢ ordered by increasing size. In case of conflict, we make
an arbitrary choice for the formulae of identical sizes. Consequently,

* Y=Y,
* (1 is a propositional variable,
* if ¢; is a strict subformula of ¢;, then 7 < j,

* k<ol
For every s € W, we build a set of formulae [(s) such that

1. for every i € {1,...,k}, either ¢; € I(s), or —p; € l(s), but not both at the same time,
2. for every ¢ € {(1017 s Py TP, -»“9%}, Y e l(S) it M, s ’: .

For all i € {1,...,k} and s € W, we insert either ¢; in I(s) or =p; dans [(s), following the
above ordering of subformulae. Each set [(s) is initialized to the empty set. We make a case
analysis on the form of ¢; for every i € {1,...,k}. Each step requires time in O(card(W') +
card(R)).

For technical convenience, here we will assume that the primitive temporal operators in
CTL are the EX-prefixed ones.

Case 1: ¢; is a propositional variable.
For every s € W, if p; € L(s), then insert ¢; in [(s) otherwise insert —p; in I(s).

Case 2: ¢; = ~;, for some i; < i.
For every s € W, insert —p; in I(s) if p;, € I(s) otherwise skip (p; is already in I(s)).

Case 3: ¢; = ¢;, A p;, for some 71,19 < 7.
For every s € W, insert ; in I(s) if {¢;,, i, } C I(s) otherwise insert —p; in I(s).

Case 4: ¢; = EXy;, for some i1 < 1.
For every s € W, if there is s’ € R(s) such that ¢;, is in I(s"), then insert ¢; in I(s),
otherwise insert —p; in I(s).

Case 5: ¢; = E(p;, Up;,) for some i1,iy < i.
One can show that M, s |= ¢; iff there is a R-path sg — s1 — ... — s, in M such that

* S0 =S,
* i, € 1(spn) (use of induction hypothesis for the correctness),
x for every i € {0,...,n— 1}, I(s;) N {piy, piy } # 0.

For every j € {1,2} we define
W, = {weWw: wi; €1(s)}-
Let M' & (W', R',L') be the Kripke model such that
1. w’ 4 Wi U Ws.
2. R ERIN(W x W),
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3. L’ is the restriction of L to W’'.

For every s € W, if there is s’ € Wy such that s € (R')*(s’) then insert ¢; in I(s)
otherwise insert —; in I(s). In order to show that this step requires time in O(card(W)+
card(R)), we use the following result from graph theory (see e.g., [AHU74, AHUS83]):

Lemma 7.2. Let G = (W, R) be a directed graph encoded by lists of neighbours and X C
W. Computing the set [J{R*(r) : r € X} can be done in time O(card(W) + card(R))
where R is the transitive closure of R (smallest transitive relation containing R).

Observe that M’ can be also computed in linear-time in |M|.
Case 6: ¢; = EGy;, for some i < 1.
As in the previous case, we define
W' € {seW: g, els))
Let M' = (W', R/, L) be the restriction of M to W’. We show that for every s € W,
M, s |= @; ssi
(I) s e W and
(IT) there is a finite path in M’ from s to a state s’ that belong to a non-trivial strongly
connected component (SCC) for (W', R').
A non-trivial SCC C for (W', R’) is a subset of W’ such that

1. for all s’ # s” € C, there is an R’-path from s’ to s” and an R’-path from s” to s’
(C strongly connected),

2. either card(C) > 1 or (C = {s'} and (¢, s') € R') (C non-trivial).

Suppose that M,s = EGy;,. Obviously, s € W’. Hence, there is an infinite path
50,51, - .. such that so = s and for every j > 0, M, s; |= ¢;,. Since the path is infinite,

there is n > 0 such that for every j > n, s; occurs infinitely often in s, s,41,.... The
states in sg,...,s,—1 (if n = 0, this is the empty sequence), belong to W".
Let C be the set of states occurring in sy, Sp41, . ... We can show that C' is a non-trivial

SCC. If C is a singleton, then the proof is immediate. Otherwise, for all s and s’ in C,
there is an R’-path between s and s’ and there is an R’-path between s’ and s. Indeed,
s and s’ occur infinitely often in s, sp11,- ...

Now, let us suppose that (I) and (II) hold true. Let p; be a finite R’-path between s
and s’. Let py be a finite R'-path between s’ and the length of s is at least one (which
is possible to find since C' is a non-trivial SCC). All the states in the path pip§ (i.e.
p1p2paps - . ) satisfy ¢;, (use of the induction hypothesis for the correctness). Since p;p§
is also an R-path starting from s, we get M, s = ;.

Now we can conclude the proof. Let Ci,...,C, be a partition of W’ such that each
C; is a maximal SCC. Maximality is defined with respect to set inclusion. In order to
show that each step can be computed in time O(card(W) 4 card(R)), we need to use
the following result from graph theory.
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Lemma 7.3. Let G = (W, R) be a directed graph represented by lists of neighbours.
Computing the partition of maximal SCC can be computed in time O(card(W) +
card(R)).

See [AHU74, AHUS83] for a proof.

We write W” to denote the set of states belonging to some non-trivial maximal SCC
of (W,R'). For every s € W, if s € W’ and there is s’ € W” such that s’ € R*(s)
then insert ¢; in I(s) otherwise insert —; in [(s). As in the previous case, this step can
computed in time O(card(W') + card(R)).

QED

Corollary 7.4. MC(CTL) is in PTIME.
Proposition 7.5. MC(CTL) is PTiME-hard.

Proof: PTiME-hardness of MC(CTL) can be shown be reducing to it satisfiability for syn-
chronized alternating monotonous Boolean circuits, that is a PTIME-complete problem, see
e.g. [LMSO01]. QED

7.2 Tree-model property of CTL*

7.2.1 Tree unfoldings of models for CTL*

Using proposition 5.6 and 2.3 we can obtain the following (note that paths is M are states
in M).

Corollary 7.6. For any interpreted transition system M and a path = € P(M), we have that:

1. (M\,W) =StateFor (M,ﬂ'(O))

2. (,/\//T, T) =pathFor (M, ), where 7 is the path in M corresponding to the path « in M.

7.2.2 Uniformly branching trees

Thus, we see that the semantics of CTL* (standard and general) can be restricted to models
on tree-like transition systems. In fact, it turns out that a simple type of trees is sufficient.

Definition 7.1. [w-trees]

A tree-like transition system is called an w-tree if every maximal path in it has the order
type w of the natural numbers.

Note that every unfolding of a transition system with a serial transition relation is a
disjoint union of w-trees. \Y
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Definition 7.2. [Finitely branching transition systems]

A transition system is finitely branching if every state in it has finitely many successors.

A branching factor of a finitely branching transition system 7 is the supremum of the
cardinalities of all sets of successors of states in 7. If that branching factor is finite, 7 is said
to be boundedly branching.

For any cardinal number (finite or infinite) x, a transition system 7 is called xk-branching
if every state has k successors’.

We call k-branching trees uniformly branching. \%

Clearly, every r-branching w-tree is unique up to isomorphism. Such a tree can be rep-
resented in a canonical way by ordering all successors of a node with the ordinals in « and
labelling every node with a finite string of such ordinals marking the path from the root to
that node. For instance, the nodes of a k-branching tree are labelled with the set of all finite
strings on [k] = {0,...,k — 1}, as follows: the root is labelled by the empty string € and the
successors of a node labelled by ¢ are <0,...,¢(k —1).

We call the resulting labelled tree the canonical k-branching w-tree, denoted by [k]*. Note
that every path in [k]* can be represented as a mapping 7 : w = &, by assigning to every node
from the path the last term of the string representing it. Conversely, every such mapping
defines a path in [k]*.

Respectively, a computation in a [k]*

is a mapping w = 2FROP,

Proposition 7.7. For every rooted interpreted transition system (M, r) with a branching factor
K there is a bisimilar interpreted system based on [k]*, relating r with e.

Proof: Sketch: First, take the unfolding of M from r. It is an w-tree with a branching factor .
Then, starting from the root, level by level, add as many copies of existing successors together
with the subtrees rooted at them, as necessary to make the tree exactly k-branching. QED

7.2.3 Satisfiability of CTL* in k-branching trees

Corollary 7.8. Every state formula ¢ of CTL*, satisfiable in a model with a branching factor

K is satisfiable in a model based on [k]*.

Theorem 7.9. [ES84, Theorem 3.2] Every satisfiable state formula ¢ of CTL* is satisfiable in
a k-branching w-tree, for k < m + 1, where m is the number of path quantifiers occurring in

®.

Proof: Sketch: Structural induction on ¢. Take an w-tree satisfying ¢ and, starting from the
root, level by level prune all ‘unnecessary’ successors. For a proof see [ES84], though some
important details are missing there. QED

7.3 Decidability and complexity of satisfiability testing for CTL* and CTL
Theorem 7.10. [CES81] The satisfiability problem for CTL is ExpTIME-complete.

5Readers unfamiliar with infinite cardinals can think that x is a natural number of w.
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Proof: Sketch: The upper bound is provided by the tableau construction that will be described
later. The matching lower bound is by reduction from alternating polynomial space bounded
Turing machines, similar to the proof for PDL in [KT90]. QED

Theorem 7.11. The satisfiability problem for CTL* is 2EXPTIME-complete.

Proof: Sketch: The complexity lower bound is established in [VS85] by reduction from al-
ternating exponential space bounded Turing machines, whereas the upper bound is proved
in [EJO0], where Emerson and Jutla produce a deterministic double exponential time algo-
rithm for deciding satisfiability for CTL* by an elaborated reduction to non-emptiness of
automata on infinite trees. QED

7.4 Linear-time vs branching-time Logics

The debate on the pros and cons of using linear vs branching time temporal logics has been
alive and unabated since the beginning of the 1980’s; see [Lam80] and [EH86] for the beginning
of it. Of course, the linear and branching time approaches have somewhat different scopes of
application, viz. linear time approach is the more natural when the properties to be checked
are about a single computation in a transition system, while the branching time approach
is more natural to reason about all computations, i.e., about the global structure of the
transition system. Yet, for many purposes both approaches seem to compete hard, and there
has been a quest for theoretical argumentation of the superiority of one approach to the other.
The major types of arguments brought to the battlefield are:

* expressiveness,

%

complexity of satisfiability,

%

complezity of model checking,

>*

suitability for specific practical purposes.

Here we discuss briefly the first three.
Regarding expressiveness, it should be intuitively clear that LTL and CTL are incompatible
in their expressive powers. Indeed, this intuition can be turned into a precise statement:

Proposition 7.12.

1. The CTL-formula AF A Gp is not expressible in LTL.

2. The LTL-formula A FGp is not expressible in CTL.

Proof: Sketch: The key to the proof of these is the observation that with every CTL* formula
¢, one can associate the LTL-formula LTL(¢) obtained from ¢ by deleting all path quantifiers.
Now, show that for every path 7 in a CTL*-model M, we have that M,7 = LTL(yp) iff
M., E @, where M, w is the respective LTL-model while M, is the CTL*-model obtained
by restricting M over the path 7. See [Eme90] for details. QED
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Thus, so far it seems that the ideal solution is CTL* which subsumes both rivals. However,
the second type of arguments comes in against this choice: the computational price demanded
by the complexity of CTL* (deterministic 2EXPTIME) is virtually prohibiting for practical use.
Indeed, the deterministic EXPTIME completeness of the complexity of satisfiability of CTL
is already high enough to put many customers off, but CTL has other virtues to compensate
for this, notably the bilinear complexity of model checking. On the other hand, LTL, while
having better than complexity of the satisfiability (PSPACE) fares worse when it comes to
model checking.

All these suggest that, so far, there are no decisive theoretical arguments in favour of one
approach to the other, so the practical consideration play a leading role here, and, as Vardi
puts it in [Var98], “the debate might end up being decided by the market-place rather than
by the research community”.

For the latest on the discussion, see [Var01], [KVO05] [NVO07].
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8 Lecture 7: Tableau method for testing satisfiability and
model-checking of temporal logics. Testing satisfiability and
model-checking of LTL using tableaux.

The origins of the method of semantic tableau for testing satisfiability of logical formulae go
back to Gentzen’s work on syntactic tableau, but the method was first explicitly developed by
Beth [Bet], [Bet70], and Smullyan [Smu68], and further adapted for modal logics by Fitting
[Fit83]. For a survey of tableaux for modal and temporal logics see [Gor98| and for a more
recent account see [Fit07]. In particular, a standard tableau for the logic TL can be extracted
from any of these.

The complications in the tableaux arise when fixpoint operators are added to the language,
i.e., in the cases of the linear and branching time temporal logics studied in this course, as
these logics demand a special mechanism for checking realization of eventualities.

In this course I will present a uniform, incremental tableau building methodology for
temporal logics, going back to works of Pratt [Pra79], [Pra80] (for PDL), Wolper [Wol83],
[Wol85] (for LTL), Ben-Ari, Manna, Pnueli [BAPMS81] (for the branching-time logic UB) and
Emerson, Halpern in [EH82],[EH85] (for the branching-time logic CTL); see bibliographic
notes for further details.

All these tableau-based decision procedures for testing satisfiability runs in EXpPTIME,
which is optimal in all cases, except the case of LTL. In that case we will discuss how the
procedure can be optimized to PSPACE.

For convenience of the reader not previously familiar with this style of tableau-based deci-
sion procedures, we will first sketch generic tableaux constructions for testing satisfiability and
for model-checking of temporal logics. Then we will present in detail the tableau constructions
and proofs of soundness and completeness for the logic LTL, and in Lecture for each of the
logics TLR and CTL, building on the generic common notions and results. The expositions
for LTL and TLR are relatively independent, while the one for CTL refers more substantially
to the TLR case. Thus, while seeing the common methodology, the reader should be able
to follow each of these cases fairly independently, but that comes at the expense of some
inevitable repetitions, mutatis mutandis, of technical details.

8.1 A generic incremental tableau method for testing satisfiability and
model-checking of temporal formulae.

First, we will give an informal outline a generic incremental tableaux construction for modal
and temporal logics, beginning with some preliminaries.

8.1.1 Preliminaries

The set of all subformulae of a formula 1 will be denoted by sub(n); likewise, the set of all
subformulae of a set of formulae ® will be denoted by sub(®).

Negation normal form. A formula is in negation normal form (NNF) if the only occur-
rences of negations in it, if any, are in front of atomic propositions.

In all logics considered here, every formula can be transformed up to logical equivalence
to one in NNF by systematically driving all negations inwards, using de Morgan’s laws and
other suitable logical equivalences.
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Some tableau styles assume the input formula in NNF, as that simplifies some arguments.
We will not make this assumption for the sake of efficiency: when the formulae occurring in
the tableau are in NNF, patent contradictions are detected only after full decompositions of
the involved formulae. Still, for some tasks it is convenient to assume that a formula is in
NNF.

Types of formulae. We will distinguish 4 types of formulae:

1. a-formulae, of conjunctive type. Every a-formula 6 is associated usually with two (but,
sometimes can be more or less), possibly coinciding formulae, called the a-components
of 0. Every a-formula is equivalent to the conjunction of its a-components.

For instance, the a-components of o A ¢ are 81 = ¢ and 6y = 9, and the only a-

component of = is 01 = .

2. B-formulae, of disjunctive type. Every -formula @ is associated usually with two (some-
times three), possibly coinciding formulae, called the B-components of 6. Every (-
formula is equivalent to the disjunction of its S-components.

For instance, the S-components of ¢ V ¢ are 1 = ¢ and 0y = 1.

3. nexttime formulae: these are formulae beginning with EX, AX (respectively X in LTL)
and negations of such formulae.

4. literals: T, —T, atomic propositions and their negations.

The literals and the nexttime formulae are commonly called primitive formulae.

Closure of a formula. Often, in addition to all subformulae of a formula we have to
consider their negations, as well as formulae obtained by ‘unfolding’ formulae from the closure,
e.g., unfolding of fixed point operators prefixing subformulae of 7. Thus, the notion of a closure
of the formula 7, denoted cl(n), emerges. In all cases of logics considered here, the closure
will be defined generically as follows.

Definition 8.1. [Closure of a formula in LTL]
The closure cl(n) of the formula 7 is the least set of formulae such that:

1. T, € cl(n);
2. cl(n) is closed under taking subformulae;
3. if ¢ € ¢l(n) and ¥ does not begin with — then = € ¢l(n);

4. cl(n) is closed under taking all components of a-formulae and [-formulae.

\%
Definition 8.2. [Closure of a set of formulae. Closed sets]
For any set of formulae ® we define cl(®) := | J{ cl(p) | ¢ € @ }.
A set of formulae @ is closed if ® = cl(®). \Y

The closure of a formula (and hence, of any finite set of formulae) will always be a finite
set, of cardinality linear in the length of the formula.
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Consistent and fully expanded subsets of a closure

Definition 8.3. [Patently inconsistent set] A set of formulae is patently inconsistent if it
contains 1, or =T, or a contradictory pair of formulae —¢ and ¢; otherwise it is patently
consistent. \Y

Here we give a generic definition of a fully expanded set, to be made specified in each of
the particular cases of logics considered further.

Definition 8.4. [Fully expanded set| A set of formulae ® is fully expanded iff:
1. it is patently consistent;
2. for every a-formula in ®, all of its a-components are in ®;
3. for every p-formula in ®, at least one of its -components is in .

\%

Intuitively, a patently consistent set is fully expanded if it is closed under applications
of all local (propositional, applying to the same state of the model) formula decomposition
rules.

For some logics, specific additional conditions may be imposed on the definition of fully
expanded sets.

Definition 8.5. [Minimal full expansions] Given a set of formulae T, a fully expanded set
A is a minimal full expansion of I' if I' C A and there is no fully expanded proper subset of
A containing T \%

Note that a set I' may have none, or several minimal full expansions.

Note that not every fully expanded set is satisfiable. In fact, the purpose of the tableau
is to determine whether there is at least one fully expanded set containing the input formula
that is satisfiable.

Computing full expansions by saturation under closure operations In the tableaux
constructions we will be using a rule calling the procedure FULLEXPANSION, described below,
for computing the family FE(T") of all full expansions of a given set of formulae I" obtained
by saturation under the closure operations corresponding to the definition of full expansion.
That procedure essentially represents a propositional tableau, performing the propositional
decomposition steps on the side of the main tableau procedure.

The procedure FULLEXPANSION uses the following set replacement operations applied to
a set of formulae ® in a family of sets of formulae F:

(a): If ¢ € ® for some a-formula ¢ with a-components ;1 and @9, replace ® by ® U {1, p2}.

(B): If ¢ € ® for some [-formula ¢ with S-components ¢; and ¢, replace ® by ® U {¢;}
and ® U {p2}.
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An expansion step consists in choosing a set ® from the current family of sets F, and
then choosing an a- or - formula ¢ € ® (if there is any) and applying the respective set
replacement operation for ¢ to ®, with the following proviso: if a patently inconsistent set is
added to F as a result of such application, it is removed immediately after the replacement.

Now, given a finite set of formulae I', the procedure FULLEXPANSION starts with the
singleton family {I'} and checks if it is patently inconsistent. If so, it returns FE(T") = §.
Otherwise, it applies repeatedly expansion steps to the current family F until saturation,
i.e. until no application of a set replacement operation can change F. (The stage of sat-
uration is guaranteed to occur because all sets of formulae produced during the procedure
FULLEXPANSION are subsets of the finite set ¢l(T").) At that stage, the family FE(T") of sets
of formulae is produced and returned.

We note that FE(I') may contain some non-minimal full expansions of I'; examples will
be given further. Nevertheless, we want to keep such non-minimal full expansions obtained
by the procedure FULLEXPANSION, too, for reasons that will become clear later.

We will call the sets in FE(T") the lean full expansions of T'.

Proposition 8.1.
I. The family of lean full expansions FE(I') contains all minimal full expansions of I'.

I1. For any finite set of formulae I':
AT =\{\A|AcFEI)}.

Proof:

I. Exercise.

II. Recall the requirements, that every a-formula is equivalent to the conjunction of its
a-components, and every (-formula is equivalent to the disjunction of its B-components.

They imply that every set replacement operation applied to a family F preserves the formula
V{AA | A e F} up to logical equivalence. At the beginning, that formula is AT. QED

Exercise 8.1. Prove claim I and complete the details of the proof of claim II.

Eventualities Intuitively, eventualities are formulae stating that something will happen
eventually in the future, but without specifying exactly when.
In particular:

* the language TL has no eventualities;
* the eventualities in TLR are the formulae of the type EFp and — AGy;
* the eventualities in LTL are the formulae of the type ¢U1% (in particular, Fo, and =Gyp);

* the eventualities in CTL are:

* existential eventualities, of the type E Uy and — AGy, referring to a single path
on which such eventuality must be realized.

* universal eventualities: of the type A Uy and — EGyp, where the eventuality must
be realized on every path.
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8.1.2 Hintikka structures

While the notion of Hintikka structure (first defined in [Pra79] by analogy with Hintikka sets
for propositional logic) is not an explicit part of the tableaux construction, it is fundamental
for its understanding, because the purpose of that construction is to check for existence of a
Hintikka structure ‘satisfying’ the input formula.

Intuitively, a Hintikka structure represents a partly defined rooted I'TS satisfying the input
formula. It is a graph, every node of which is labeled by a set of formulae. These labels are
fully expanded subsets of the closure of a designated input formula (in the satisfiability of
which we are interested). All desired properties of the transition relations in a Hintikka
structure are encoded by means of the labels of the states. Membership to the label of the
state of a Hintikka structure simulates the notion of truth of a formula at a state of an ITS,
and the labeling of states must ensure that the Hintikka structure can generate a model (or,
sometimes, a pseudo-model) of the input formula.

Conversely, every rooted I'TS uniformly generates a rooted Hintikka structure which ‘sat-
isfies” the input formula 7 at its root, by labelling each state with the set of all formulae from
the closure of i that are true at that state. However, an essential difference between ITS
and Hintikka structures is that, while an ITS determines the truth value of every formula
at every state, a Hintikka structure contains only just enough information to determine the
truth values of those formulae that are directly involved in the evaluation of the input formula
1 at the root state.

For a class of Hintikka structures to be suitable for the tableau procedure, it must be the
case that every formula ‘satisfiable’ in such a Hintikka structure is satisfiable in an ITS, so
the two notions of satisfiability are equivalent.

8.1.3 Sketch of a generic tableaux construction for testing satisfiability

The tableau procedure for a given input formula 7 attempts to construct a non-empty graph
T called a tableau, representing in a way sufficiently many possible Hintikka structures for
7. The procedure usually consists of three major phases:

1. Construction phase. In that phase a finite directed graph with labeled vertices P,
called the pretableau for n is produced, following prescribed construction rules. The set
of nodes of the pretableau properly contains the set of nodes of the tableau 7" that is
to be ultimately built.

The pretableau has two types of nodes: states and prestates. The states are labeled
with fully expanded subsets of cl(n) and represent states of a Hintikka structure, while
the prestates can be labeled with any subsets of cl(n) and they play only a temporary
auxiliary role.

When there is no danger of confusion we will identify prestates or states with their
labels.

2. Prestate elimination phase. The prestates are removed during this phase, using the
prestate elimination rule, and the result is a smaller graph 7., called the initial tableau

for n.

3. State elimination phase. During this phase we remove, using state elimination rules, all
states, if any, from 7 that cannot be satisfied in any Hintikka structure, for one of the
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following reasons: either their labels contain unrealizable eventualities, or some of the
successor states they need for the satisfaction of nexttime formulae have been removed
in the process.

The state elimination phase results in a (possibly empty) subgraph 77 of 7', called the
final tableau for n.

If there is a state in the final tableau 7" containing 7 in its label, the tableau is declared
open and the input formula n is pronounced satisfiable; otherwise, the tableau is declared
closed and 7 is pronounced unsatisfiable.

8.1.4 Termination, soundness, and completeness of the tableaux construction

Termination FEach of the phases of the above described procedure terminates:

1. The termination of the construction phase follows from the fact that there are only
finitely many possible labels of states and prestates to be created in the tableau, and
each of them is created at most once.

2. The prestate elimination phase terminates because the elimination of each of the finitely
many prestates is a one-step act.

3. The state elimination phase terminates because there are only finitely many eventualities
to be checked for realization, each in finitely many state labels, and if any round of
testing realization of all eventualities at all states in which labels they occur ends without
elimination of any state, the construction is completed.

Estimates for the maximal number of steps needed for the construction of the tableau will
be obtained further, in all particular cases, thus yielding upper bound for the time complexity
of the decision procedures.

Soundness Soundness of the tableau procedure means that if the input formula 7 is satisfi-
able, then the final tableau 7" is open, so the tableau procedure is guaranteed to establish the
satisfiability. A generic proof of soundness consists in showing that at least one tableau state
containing 7 will survive until the end of the procedure. Note, that if 7 is satisfiable, and hence
propositionally consistent, there will be at least one offspring state of the initial prestate con-
taining 1. Moreover, for every rooted ITS (M, s) satisfying 7, the set {1 € cl(n) | M, s = ¢}
contains at least one such state.

Thereafter, it suffices to show that only unsatisfiable states get eliminated in the state
elimination phase. The proof of that claim is done by induction on the applications of state
elimination rules.

Completeness Completeness of the tableau procedure means that if the input formula 7 is
not satisfiable, then the final tableau 7" is closed, so the tableau procedure is guaranteed to
establish the unsatisfiability. By contraposition, completeness means that if the final tableau
is open, the input formula 7 is satisfiable.

A generic proof of completeness consists in proving that an open final tableau yields
a Hintikka structure satisfying 7, and then using the equivalence between satisfiability in
Hintikka structure and in ITS. In some cases (e.g., TL, TLR) the construction of the Hintikka
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structure satisfying 7 from an open tableau for 7 is straightforward — the tableau itself can
be used for that purpose. In other cases (e.g., LTL, CTL) the Hintikka structure satisfying n
has to be pieced together from fragments extracted from the tableau.

8.1.5 A generic tableaux method for model-checking

The tableau procedures for testing satisfiability can be smoothly modified to perform local
model-checking: given a finite rooted ITS (M, r) and a formula 7, the model-checking tableau
must decide whether M, r |= 7.

The idea of tableau-based model-checking is simple: in a nutshell, the procedure simulates
the construction of the pretableau in M by starting from r and advancing along the transitions
in M, while labeling the prestates and states of the tableau with the respective current states
of M. More precisely:

1. The states and prestates of the tableau are now labeled by pairs (s,©) where s € M
and © C cl(n), where in the case of states © is fully expanded.

2. The pretableau construction phase is similar to the one in the tableaux for satisfiability,
but with modified construction rules, taking into account that the states and prestates
they create are properly associated with states of M.

3. The prestate and state elimination phases are essentially the same as in the tableaux
for satisfiability.

4. When the final tableau is obtained, M, r = n is declared true iff there is a state (r, A)
in it such that n € A.

The soundness of the procedure follows from the following observations:

1. If a prestate in the pretableau is satisfied in some state of M then some offspring state
of it is satisfied there, too.

2. A state (s,A) from the initial tableau is eliminated during the state elimination phase
only if some formula from A is not true at s.

3. For every state (s,A) in the final tableau, M, s = A holds.

8.2 Testing satisfiability and model-checking of LTL using tableaux.

Now, we will illustrate the generic tableau construction outlined in the previous section with
the logic LTL. Most, but not all, of its features are simpler than the case of branching time
logics. The major distinction is that in the case of LTL we are looking for a linear model
satisfying the input formula.

For simplicity of the exposition, we will consider LTL over a language with one transition
relation; in the case of many transition relations the same procedure applies, mutatis mutandis,
treating all temporal operators over the different transitions in the same way.

The first construction of tableau for LTL, a version of which will be presented here, was
given in [Wol83], [Wol85]. It takes exponential time and space in the length of the formula,
but we will discuss further how it can be optimized to work in polynomial space.

For some variations and improvements of Wolper’s tableau procedure for LTL see [KMMP93]
(for LTL with past) and [LP00].
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8.2.1 Preliminaries

We will choose to work with a minimal language, containing T, = and A as Boolean con-
nectives, and X and U as temporal operators. The other Boolean constants and connectives
T,1,V,=, as well as the operators F, G, and R will be assumed definable in a standard way.
We leave it as a running exercise to the reader to extend the basic concepts and steps of
the procedure outlined below to a language containing some, or all, of these connectives as
primitives.

The nexttime formulae in LTL are X¢ and —Xe.
The a- and (-formulae in LTL and their components are:

« (651 (65)
- © @
=X X=p X=p
Ny ® (0
—(pUy) | = | =V =X(pUr)
B I B2
(e AY) | —p -1
Uy Y | e AX(pUy)

The only type of eventualities in LTL is @U.
Lemma 8.2.

I. For every a-formula ¢: ¢ = ai(p) A az(yp).
I1. For every S-formula ¢: ¢ = [1(p) V B2(p).

Proof: Exercise. QED

The notions of closure of an LTL-formula, fully expanded sets, and the procedure FULLEXPANSION

computing the family of lean full expansions of a set of LTL-formulae, are defined as in Lecture
4.

Exercise 8.2. Show that cl(y) is finite for every ¢ € LTL.

Exercise 8.3. Give explicitly the closure conditions for fully expanded sets and the set-
replacement operations of the procedure FULLEXPANSION for the LTL-formulae =X, U,

Fo, ~(pUv), and Ge.

Note that for some sets of formulae I', the family FE(I') may contain some non-minimal full
expansions of I'. For instance, if ' = {pUq, X(pUq)} then FE(T") = {{pUq, X(pUq)}, {q, pUq, X(pUq) }}.
In such case we want to keep such larger full expansions obtained by the procedure FE, too,
for reasons that will become clear later.
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8.2.2 Hintikka traces

Since we are interested in satisfiability of LTL-formulae in linear models, we will only define
the notion of linear Hintikka structure, or simply Hintikka trace.

Definition 8.6. [Hintikka trace] Given a (usually closed) set of formulae ®, a Hintikka trace
(HT) for ® is a mapping H : N — P(®) satisfying the following conditions for every n € N:

H1 H(n) is fully expanded;
H2 If Xy € H(n), then ¢ € H(n +1)

H3 If pUy € H(n), then there exists ¢ > 0 such that ¢» € H(n +¢) and ¢ € H(n + j) for
every j such that 0 < j < 1.

\%

Proposition 8.3. In every Hintikka trace H:

1. If =(pUy) € H(n), then for every ¢ € N if 1) € H(n + i) then ¢ € H(n+ j) for some j
such that 0 < j < i.

2. If Gy € H(n), then ¢ € H(n + i) for every i € N.

Proof: Exercise. QED

Definition 8.7. We say that a formula § € LTL is satisfiable in a Hintikka trace H if § € H(n)
for some n € N. \Y

Lemma 8.4. For any set of formulae ®, every linear ITS M = (N, L) generates a Hintikka
trace H : N — P(®) for ®, where H(n) = {¢ € LTL | M,n = ¢} for every n € N.

Proof: Straightforward verification of H1-H3. Exercise. QED

Usually, we will be interested in Hintikka traces for sets cl(n), where 1 is a formula for
which we want to find a model.

Theorem 8.5. A formula 7 € LTL is satisfiable iff it is satisfiable in a Hintikka trace for cl(n).

Proof: One direction is immediate by Lemma 8.4 for ® = ¢l(n). For the converse, suppose
n € H(m) for some Hintikka trace H : N — P(cl(n)) and m € N. Without restriction, we can
assume that m = 0. We define the following state description L in N: L(n) := PROPNH(n).
Let M = (N, succ, L), where succ is the successor relation in N.

We now show by induction on § € LTL that for every n € N:

(i) if 0 € H(n) then M,n = 0;
(i) if =0 € H(n) then M,n = —6.
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When 6 € PROP the claim is immediate by definition of L.

Let & = —). Then, clause (i) is part of the inductive hypothesis for 1, while clause
(ii) follows again from the inductive hypothesis for ¢ and the fact that every H(n) is fully
expanded, so if =1 € H(n) then ¢ € H(n).

The case where 8 = 01 A 05 is straightforward, using the inductive hypothesis and the fact
that H(n) is fully expanded.

The case of § = X follows from the inductive hypothesis and the conditions H1 and H2
of the definition of Hintikka trace.

The case of § = U follows from the inductive hypothesis, the conditions H1, and H3,
and Proposition 8.3. QED

Exercise 8.4. Complete the details of the proof above.

Given an input formula n € LTL we are now going to build a tableau for testing the
satisfiability of 1. The procedure will consists of 3 phases, as described in Lecture 4.

8.2.3 The pretableau construction phase

The pretableau construction phase consists in alternating applications of two rules:

PrExp"™™: producing all offspring states of a given prestate;

Next": producing the successor prestate of a given state.

The rule PRExPITY involves the procedure FULLEXPANSION, described in Lecture 4, for
computing the family FE(T") of all full expansions of a given subset I of cl(n) obtained by
saturation under the closure operations corresponding to the definition of full expansion.

Rule PREXPFTL: Given a prestate I to which the rule has not yet been applied,
do the following:

1. Compute the family FE(I') = {A4,...A,} of all lean full expansions of T’
and add these as (labels of ) new states in the pretableau, called the offspring
states of T'.

2. For each newly introduced state A, create an edge I' =— A.

3. If, however, the pretableau already contains a state with label A then do not
create a new state with that label, but create an edge I' = A to that state.

We denote the set { A | ' = A} of offspring states of I by states(T").

Rule NEXTFTL: Given a state with label A, to which the rule has not yet been
applied, do the following:

1. Add a successor prestate I' of A with label {¢ | X¢p € A}.

2. If the label of A does not contain any formula of the type Xt then add a
successor prestate I' of A with label {T}.
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3. Create an edge A — T.

4. If, however, the pretableau already contains a prestate with label I' then do
not create a new prestate with that label, but extend an arrow A — I to
that prestate.

The construction phase of building a pretableau for 7 begins with creating a single prestate
{n}, followed by alternating applications of the rules PrExp and Next, respectively to the
prestates and the states created at a previous stage of the construction. The construction
phase ends when none of these rules can add any new states or prestates to the current graph.
The resulting graph is the pretableau P".

8.2.4 Prestate elimination phase

In this phase, all prestates are removed from P77, together with their incoming and outgoing
arrows, by applying the following prestate elimination rule:

Rule PRELIMMTY: For every prestate I' in P7, do the following:

1. Remove I" from P7;

2. If there is a state A in P with A — T', then for every state A’ € states(T),
create an edge A — A/,

The resulting graph is called the initial tableau for n, denoted 7;'. The offspring states of
the input prestate {n} are called input states of 7.

8.2.5 State elimination phase

The purpose of the state elimination phase is to remove from the tableau all ‘bad’ states,
the labels of which are not satisfiable in any Hintikka trace, and hence in any linear model
for LTL. That will be done using the state elimination rules STELIM1M and STELIM2MTE,
introduced below. The state elimination phase is carried out in a sequence of stages, starting
at stage 0 with the initial tableau 7', and eliminating at every stage n at most one state for
the current tableau 7/, by applying one of the state elimination rules, to produce the new
current tableau 7.7 ;.

One possible reason for existence of a ‘bad’ state in a current tableau is that it may lack
a successor state. Such states can arise because some prestates may have no full expansions,
and hence may yield no offspring states. Once such bad states are removed, some of their
predecessor states may be left without successors, so they must be removed, too, etc., until
stabilization. Formally, the elimination of states with no successors is done by applying the
following rule.

Rule STELIM1MTE: If a state A has no successor states in the current tableau,
then remove A from the tableau.

Another reason for a state to be ‘bad’, i.e., for its label not to be satisfiable in any
Hintikka trace, is when that label contains an eventuality formula which is not ‘realized’ in
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any reachable (i.e., future) state. Such cases are handled by an additional state elimination
rule. In order to formulate it we have to formalize the notion of eventuality realization.

Hereafter, by a path in the current tableau 7, we mean a path of successor states Ag —
AI — ...1in 7;:7

Definition 8.8. [Realization of eventualities in LTL] An eventuality £ = U is realized
at the state A in 7, if there exists a finite path A = Ag, Aq,...,A,,, where m > 0, in 7,/
such that &, € A, and £, € A; for every i = 0,...,m — 1. We say that £ is realized on
the path Ag, A1,..., A, and call any such path a witness of the realization of the eventuality
& in A.

If v € A, then we say that & is immediately realized at the state A (by the singleton path
A). v

There are various algorithms for testing the realization of the eventualities in tableau
states. A more efficient approach is the global one, where that testing is done for all eventu-
alities at all states simultaneously.

Now, we can state the second state elimination rule.

Rule STELIM2VTE: If an eventuality € € A is not realized on any path starting
from A in the current tableau, then remove A from the tableau.

The rules STELIM1M™Y and STELIM2UTE are applied alternatively, in any order, which
may be determined by a specific strategy. This procedure continues until reaching a stage
when no further elimination of states by an application of any of the rules is possible.

8.2.6 The final tableau

When the state elimination phase reaches a stabilization stage the current tableau at that
stage is the final tableau for n, denoted by 7", with a set of states denoted by S”.

Definition 8.9. The final tableau 7 is open if n € A for some A € S"; otherwise, 7" is closed.
\Y

The tableau procedure returns “not satisfiable” if the final tableau is closed; otherwise,
it returns “satisfiable” and, moreover, provides sufficient information for producing a finite
Hintikka trace satisfying 7, as described in the completeness proof below.

8.2.7 Soundness of the tableau for LTL

Recall, that soundness of the tableau procedure means that if the input formula 7 is satisfiable,
then the tableau 77 is open. We will establish the soundness of the tableau for LTL by proving
that every state elimination rule is ‘sound’, in a sense that it never eliminates a state with a
satisfiable label. The soundness of the overall procedure is then an immediate consequence.

Lemma 8.6. Let I' be a prestate in P" such that 0,7 = I" for some linear LTL-model o and
1 € N. Then:

I. 0,i = A for at least one A € FE(I).
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ITI. Moreover, for any eventuality Uy € T' such that o,i |= 1), the state A can be chosen to
contain 1.

Proof: Claim I follows from Proposition 8.1.

For claim II, let Uy € T' and o0,i = ¢. We start the construction of the desired lean
full expansion A of I' by applying the rule to ¢Ui to I'. Now, it suffices to show that we
can complete that construction by applying the set replacement operations, starting with the
replacement I' U {¢} of T until saturation, by choosing at every step to replace the current
set by an extension that is still satisfied at (¢,7). This claim is proved by induction on the
number of applications of expansion steps. The base of the induction, for I" U {¢}, holds by
assumption. The inductive step is carried out by a straightforward consideration of all cases
of set replacement operations. (In case of a set replacement operation applied to a S-formula
and offering a choice of two extensions, both satisfied at (o,7), the procedure chooses any of
them.) QED

Note, that the so constructed full expansion A need not be minimal — indeed, that happens
in the example I' = {pUq, X(pUq)} given earlier. For that reason we want to keep all lean full
expansions in FE(I'), not only the minimal ones.

Lemma 8.7. No satisfiable state A € 7, is removed by any application of the rules STE-
LIM1ETE and STELIM2FTY during the state elimination phase.

Proof: It suffices to show, by induction on n € N, that no satisfiable state A € 7, is removed
by an application of STELIM1MTY or STELIM2MTY to 7,). For that purpose we will prove a
somewhat stronger inductive claim, viz., that for every n € N, if A € 7,) is satisfiable then:

1. There is a satisfiable state © € 7,/ such that A — © in 7,/.

2. For any eventuality pUs) € A there is a finite path of satisfiable states in 7,; witnessing
the realization of that eventuality.

3. All satisfiable states in 7" are still present in 7,

Note that the inductive claim refers simultaneously to all satisfiable A € 7,/ and all
eventualities in them.

Let n =0.

Take any state A € 7' such that ,0 = A for some linear model . Therefore, 0,1 = XA,
where XA = {4 | X¢p € A }. Then, by Lemma 8.6, at least one lean full expansion © of XA is
satisfied at (o, 1). By the construction of the initial tableau, there is a state (with label) © in
7, such that A — ©. Therefore, the state A cannot be removed from 7;' by an application
of the rule STELIM1ETE,

Now, let pUtp € A. Then, there is i € N such that 0,7 = ¢ and 0,j | ¢ for every
0 < j < i. Moreover, we can choose a minimal such 7, so all intermediate states in it would
satisfy U, too — shown by induction on j. By iterating the argument above, we show that
the trace ¢(0),...,0(i) can be ‘simulated’ by a path A = A(0),. .., A(4) of states in 7", such
that 0,7 = A(j) for 0 < j <, thus realizing pUy at A in 7;". Indeed, we show by induction
on j that each intermediate state A(j), for 0 < j < 4, contains both ¢ and U1, using the
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fact that each A(y) is fully expanded and X(¢U1) is a S-component of ¢U1. To show that
the last state A(7) can be chosen to contain v, we use Lemma 8.6.
Thus, the state A cannot be removed from 7, by an application of the rule STELIM2MTE,
Consequently, all satisfiable states in 7 have remained in 77".

Now, assuming the claim holds for all n < m, take any satisfiable state A € 7. By the
argument above (for n = 0) there is a satisfiable state © in 7’ such that A — © in 7.
By the inductive hypothesis, © has remained intact in 7,,. Therefore, A cannot be removed
from 7, by an application of the rule STELIM1MTE,

Likewise, for any pUy € A, the finite path of satisfiable states in 7, witnessing the
realization of that eventuality, produced by the argument for n = 0, will have remained intact
in 7,1, and hence pU1 is realized at A in 7,). Therefore, A cannot be removed from 7, by
an application of the rule STELIM2ETE | either.

That completes the induction, and the proof. QED

Theorem 8.8. [Soundness of the tableau for LTL] If n € LTL is satisfiable in then 77 is
open.

Proof: Follows immediately from Lemmas 8.6 and 8.7. QED

8.2.8 Completeness of the tableaux for LTL

To prove completeness of the tableaux for LTL it suffices to show how from the open final
tableau 7" one can construct a Hintikka trace satisfying 7, and then refer to Theorem 8.5.
We can extract such a Hintikka trace from 7", by starting with any state A containing n
and building up a path of successor states through 77, while ensuring that all eventualities
appearing along that path eventually get realized on that path. Note, that not every path in
T satisfies that requirement. Indeed, we have proved that every eventuality in a state A is
realized along some path starting from A, but different eventualities may be realized along
different paths.

Exercise 8.5. Give an example of 1, where not every path in 7" is a Hintikka trace.

So, we have to guide the process of building a Hintikka trace. The idea is to build
the Hintikka trace H(n) in a sequence of steps, each producing a finite partial Hintikka trace
extending the previous one by appending a finite path realizing one pending eventuality, while
possibly adding more pending eventualities at the end. Thus, an infinite path is produced in
the limit, as a union of all partial Hintikka traces, in which there are no unrealized eventualities
— and that is the required Hintikka trace.

The reason we can apply such a piecewise approach to the realization of the eventualities
is that if an eventuality belongs to a state in the final tableau 7" and is not realized within
some finite path in 77 starting at that state, then it gets propagated down the path, and
thus its realization can be deferred. More precisely:

Proposition 8.9. If A € 7" and £ = U € A is not realized on a given path A = Ag,..., A,
in 7", then every state on that path contains ¢, pU, and X(pUv).
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Proof: Induction on 7. Exercise. QED

The proposition above allows the realization of the eventuality £ at A to be deferred
indefinitely, i.e., throughout any finite path, and then accomplished by appending to its last
state A’ another finite path realizing £ at A’, and hence at A.

To formally organize the procedure of building the Hintikka trace we do the following:

1. Fix a list of all states in 77: Aq,...,A,_1, and a list of all eventualities occurring in
A 507 s 7§m—l'

2. For every state A; and an eventuality &; € A; select and fix a finite path in 77, denoted
(A4, &), witnessing the realization of §; at A;.

We are now ready to prove the completeness theorem.

Theorem 8.10. [Completeness of the tableau for LTL] For any formula n € LTL, if the
final tableau 7" is open, then the formula is satisfiable.

Proof: We construct a sequence of partial Hintikka traces Ho(n), H1(n), ... as follows:

We start with any state A € 7" containing 7. This state constitutes the singleton H(n),
and we associate with it a list of pending eventualities Eventy - these are all eventualities in
A that are not immediately realized at A.

Thereafter the construction continues inductively as follows. Let H,(n) be constructed,
with a last state A;, and let Event,, be its list of pending eventualities, where ;, is the first
item, if any. We then take a copy of the path 7(A;,,&;,), witnessing the realization of §;, at
A; , and append it to H,(n) by identifying its first state with the last state of H,,(n); if Event,
is empty, we simply extend H,(n) with any successor state of A; , to keep the path going.
Thus, H,,+1(n) is produced. The new list of pending eventualities Event,, 1 is produced by
removing &;, from the head of the list Event,, and appending to it a list of all eventualities in
A;, that do not appear in Event,, and are not immediately realized at A; . This completes
the construction of the chain Ho(n), H1(n), . . ., and consequently, of H(n) as the union of that
chain.

It remains to show that H(n) defined as above is indeed a Hintikka trace satisfying n. This
verification is now straightforward from the construction, and is left as an exercise. QED

Corollary 8.11. The logic LTL has the small model property. (Actually, small satisfiability
witness property.)

Proof:

The construction of H(n) above can be made finite by propagating the list of pending
eventualities to every next state in the partial Hintikka traces produced as above and looping
back the first state for which a state with the same label and same set of pending eventualities
(even possibly listed in different order) appears earlier in the current trace.

A careful inspection of that construction shows that we can thus produce an ultimately
periodic Hintikka trace with a number of states bounded exponentially by the size of the
formula. We leave the details as an exercise. QED
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8.2.9 On the complexity and optimality of the tableau for LTL

A closer look at the tableau procedure for LTL, as described above, shows that it takes
exponential time in the size of the input formula 7. On the other hand, as we know from
[SC85], the problem of testing satisfiability of an LTL formula is PSPACE-complete, so it is
clear that the tableau, as described above, uses more space resources than necessary. It can
be optimized to work in (non-deterministic) PSPACE by first guessing a satisfying ‘Hintikka
trace’ already in the pretableau, i.e., organizing a depth-first expansion of the pretableau,
and then testing for its suitability by a more judicial memory use, namely only keeping in the
memory the current position and the set of eventualities currently waiting to be satisfied.

8.2.10 Model-checking tableaux for LTL

In Section 8.1.5 we discussed how the generic tableau procedure for testing satisfiability can
be modified to perform local model-checking. Here we will illustrate the idea by developing
a model-checking tableau-based method for LTL.

Recall the general, universal local model-checking problem for LTL: given a finite rooted
ITS (M,r), where M = (S, R, L), and a formula n € LTL, decide whether M, r |y 7, mean-
ing that every computation in M starting from r satisfies . This problem is trivially reduced
to the ewxistential local model-checking problem: decide whether M, r =3 -7, meaning that
some computation in M starting from r satisfies —7. The latter problem is closer in spirit to
the satisfiability testing problem, so we will construct a model-checking tableau for it.

Given a finite rooted ITS (M, r), where M = (S, R, L), and a formula € LTL, we denote
for any s € S:
Llcl(n),s] :== (L(s) U{—p| p € PROP\ L(s) }) N cl(n).

Following the idea in Section 8.1.5, we first construct a modified pretableau, in which the
states and prestates are now labeled by pairs (s,0) where s € S and © C ¢l(n), where in the
case of states O is fully expanded.

The root prestate is (r, {n} U L[cl(n),]).

The pretableau construction phase is similar to the one in the tableaux for satisfiability,
but employs modified rules PRExp™™ and NexTMTh,

The rule PREXPMY is modified as follows:

PREXPYT(M): given a prestate (s,I") to which the rule has not yet been applied,
do the following:

1. Compute the family FE(I') of all lean full expansions of I' and add a new
state in the pretableau with a label (s, A) for each A € FE(I).

2. For each newly introduced state (s, A), create an edge (s,I') = (s, A).

3. If, however, the pretableau already contains a state with label (s, A), then do
not create a new state with that label but extend an arrow (s,I') = (s, A)
to that state.

We denote the set { (s, A) | (s,I') = (s,A) } of offspring states of (s,T") by states(s,T).

The rule NEXTYTL is now modified as follows:
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Rule NEXTMH(M): Given a state with label (s, A) to which the rule has not yet
been applied, do the following:

if there are no R-successors of s in M, remove the state (s, A) from the pretableau;

else:
1. For every t € S such that sRt, add a successor prestate of (s, A) with label
(t.{v | X e A}ULlel(n),t]).

2. For each so introduced prestate (¢,T"), create an edge (s,A) — (¢,T).

3. If, however, the pretableau already contains a prestate with label (¢,T") then
do not create a new prestate with that label, but extend an arrow (s, A) —
(t,T) to that prestate.

Recall, that the test for patent consistency of prestates is done at the beginning of the
procedure computing their lean full expansions.

Because of the finiteness of M the pretableau construction phase is guaranteed to termi-
nate, producing the pretableau PM-™7.

The prestate and state elimination phases are essentially the same as in the tableau for
satisfiability.

When the final tableau 777 is obtained, M, r |=3 7 is declared true iff there is a state
(r,A) in 7M1 such that n € A.

The correctness of the procedure follows from the following theorem.

Theorem 8.12. [Correctness of the model-checking tableau for LTL] For any formula
n € LTL and a finite rooted ITS (M, ), the following hold:

I. If a prestate (s,I") in the pretableau PM ™" is such that M, s =3 T, then it has at least
one offspring state (s, A) in the pretableau PM "7 such that M, s =35 A.

IT. A state (s,A) from the initial tableau ’Z'OM "™ is eliminated during the state elimination
phase only if M, s £~3 A.

ITI. For any state (s,A) from the initial tableau ’][)M’T’n, M, s =3 A holds iff (s, A) is in the
final tableau 7M™, too.

Proof:
I. Follows from Proposition 8.1.

IT. A slight modification of the proof of Lemma 8.7 as follows.

Prove by induction on n that for every n € N, for every A € 7./, and for every s € M,
if M, s =3 A for some s € M then:

(a) There is a state © € 7, such that A — © in 7,/ and M,t =3 © for some
R-successor t of s.
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(b) For any eventuality ¢Uy € A there is a finite path A = Ag,..., A, in 7/
witnessing the realization of that eventuality and such that there is an R-path
S =80,...,8n in M such that M,s; =3 A; for 0 <i < m.

(c) All states ® € 7 such that M, ¢ =3 ® for some t € M are still present in 7,

We leave the details to the reader.

III. One direction follows from II. For the other, suppose (s, A) is in the final tableau 777,
By a modification of the proof of Theorem 8.10 (the completeness for the satisfiability
tableau) and using the arguments from the proof of claim II, we can construct a path
7 in M starting from s and such that 7 = A.

Again, we leave the details to the reader.

QED

Exercise 8.6. Complete the proofs of claims II and III above.
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9 Lecture 8: Testing satisfiability of branching time temporal
formulae using tableau-based method

We will now adapt the generic tableau constructions presented in the previous lecture for
the logic TLR, and then will extend it to CTL. The tableau for TLR subsumes one for TL,
which we will indicate in passing. Unlike LTL, the tableau for TLR has to test satisfiability
in an arbitrary ITS, so this will create some technical overhead compared to the construction
for LTL. On the other hand, again unlike the LTL case, the construction of a satisfying
Hintikka structure from an open tableau for a TLR-formula will turn out straightforward.
The tableaux for LTL and TLRsupplement each other in illustrating all important issues that
will apply to the tableau for the logic CTL in the next section.

9.1 Tableau for TLR

For simplicity of the exposition, we will consider TLR over a language with one transition
relation; the extension to the general case of a language with many transition relations is
straightforward.

9.1.1 Preliminaries

In this section, in order to illustrate the role in the construction of each logical connective,
we will assume that the language of TLR contains T,-,A,V,=, EX, AX, EF, and AG as
primitives connectives. Some of these can be eliminated as definable in terms of the others
and the tableau construction can be seamlessly restricted. However, we will offer independent
treatment for each of them, so the readers can make their favorite selection.

The nexttime formulae in TLR are all formulae beginning with EX or AX and their nega-
tions. The primitive formulae in TLR are the literals and the nexttime formulae.

The a-formulae and (-formulae in TLR and their components are given in the tables
below:

e 2 ®
= AXp EX=¢p EX=¢p
- EXp AX—p AX=p
NP © Y
(V) | —p —1)
—(p=Y) | ¢ -1
AGyp % AXAGy
- EFp 0 AX-EFyp

B B B2
eV @ (0
pe=1 | -y (0

“(eAY) | |
EFp %) EXEFp
-AGy | ~¢ | EX=2AGyp
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Lemma 9.1.

I. For every a-formula ¢ € TLR: ¢ = a1(p) A az(p).

IT. For every (-formula ¢ € TLR: ¢ = B1(p) V B2(y).

Proof: Exercise. QED

The notions of closure of a formula, fully expanded sets, and the procedure FULLEXPANSION
computing the family of lean full expansions of a set of TLR-formulae, are defined as in Section
8.1.

Exercise 9.1. Show that cl(y) is finite for every ¢ € TLR.

Exercise 9.2. Give explicitly the closure conditions for fully expanded sets of TLR-formulae
and the set-replacement operations of the procedure FULLEXPANSION for the TLR-formulae
= AXp, AGyp, EFp, - AGyp, = EFp.

As in the case of LTL, FE(I') may also contain some non-minimal full expansions of T.
For instance, if I' = {EFp, EXEFp} then
FE(T) = {{EFp, EXEFp}, {p, EFp,EXEFp}}. We want to keep all full expansions obtained by
the procedure FE, for reasons (same as in the case of LTL) explained later.

9.1.2 Hintikka structures

Definition 9.1. [Hintikka structure for TLR] Given a set of formulaec ® € TLR, a Hintikka
structure (HS) for @ is a tuple H = (S, R, H) such that (S,R) isa TS, and H : § — P(®P) is
a labeling of the states in S with sets of formulae from & satisfying the following conditions
for every s € S:

H1 H(s) is fully expanded;
H2 if EXp € H(s), then ¢ € H(s") for some s’ such that sRs';
H3 if AXp € H(s), then ¢ € H(s') for every s’ such that sRs';

H4 if EFp € H(s), then ¢ € H(s') for some s’ such that sR*s’, i.e., there is an R-path
connecting s with s’;

H5 if ~AGyp € H(s), then —p € H(s') for some s’ such that sR*s’.

Proposition 9.2. In every Hintikka structure (S, R, H):
I. If AGp € H(s), then ¢ € H(s") for every s’ such that sR*s’.

II. If ~EFp € H(s), then ¢ € H(s') for every s’ such that sR*s’.

Proof: Exercise. QED
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Definition 9.2. A formula 7 is satisfiable in a HS H for some set of formulae ® containing 7,
with a labeling function H if n € H(s) for some state s in H; a set of formulae © C & is
satisfiable in H if © C H(s) for some state s in H. \Y

Lemma 9.3. For any set of formulae ® € TLR and for every ITS M = (S, R, L) the structure
H(M) = (S,R,H), where H(s) = {¢p € ® | M, s |= ¢} for every s € S, is a Hintikka structure
for @.

Proof: Straightforward verification of H1-H5. Exercise. QED

Given a formula n for which we want to find a model, we will be interested in Hintikka
structures for the set cl(n).

Theorem 9.4. A formula 1 of TLR is satisfiable iff it is satisfiable in a Hintikka structure for

cl(n).

Proof: One direction is immediate by Lemma 9.3 for ® = cl(n). For the converse, suppose
n € H(sp) for some state sp in some Hintikka structure H = (S, R, H). We define the following
state description L in S: L(s) :== PROP N H(s). Let M = (S, R, L).

We now show by a routine induction on ¢ € TLR that for every s € S:

(i) if ¢ € H(s) then M, s = ¢;
(i) if =p € H(s) then M, s = —¢;

When ¢ € PROP the proof is immediate by definition of L.

Let ¢ = —p. Then clause (i) is part of the inductive hypothesis for ¢, while clause
(ii) follows again from the inductive hypothesis for ¢ and the fact that every H(s) is fully
expanded, so if == € H(s) then ¢ € H(s).

The rest of the Boolean cases, where ¢ = @1 A 2, @ = p1 V @9, and ¢ = p1 = @9 are
straightforward, using the inductive hypothesis and the fact that H(s) is fully expanded.

The cases of ¢ = EXy, ¢ = AXy, ¢ = EFy, and ¢ = AGy follow from the induc-

tive hypothesis and the conditions H1, and H2, H3, H4, and H5 respectively, together with
Proposition 9.2. QED

9.1.3 Pretableau construction phase

Given an input formula 7 € TLR we are going to build a tableau for testing the satisfiability
of n, following the construction outlined in Section 8.1.

The pretableau construction phase consists in alternating applications of two rules:

PrExpTIR: producing all offspring states of a given prestate;

NextTER: producing all successor prestates of a given state.

Hereafter we will freely identify prestates or states with their labels, whenever that will
not lead to confusion.
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Rule PRExpPTIR: Given a prestate I' to which the rule has not yet been applied,
do the following:

1. Compute the family FE(I') = {A4,...A,} of all lean full expansions of T’
and add these as (labels of) new states in the pretableau, called offspring
states of T.

2. For each newly introduced state A, create an edge I' =— A.

3. If, however, the pretableau already contains a state with label A then do not
create a new state with that label, but extend an arrow I' = A to that
state.

We denote the (finite) set { A | I' = A} of offspring states of I" by states(I").

Computing successor prestates of a state

Rule NEXT: TR Given a state with label A, to which the rule has not yet been
applied, do the following for every EXp € A:

1. Add a successor prestate of A with label {p} U {1y | AXyp € A}

2. If the label of A does not contain any formula of the type EXy then add one
successor prestate of A with label {1 | AXy € A}

. EX
3. For each newly introduced prestate I', create an edge A =L
4. If, however, the pretableau already contains a prestate with label I' then do

. EX
not create a new prestate with that label, but extend an arrow A LT to
that prestate.

Building the pretableau The construction phase of building a pretableau for n begins
with creating a single prestate {n}, followed by alternating applications of the rules PRExpTR
and NEXTTR respectively to the prestates and the states created at a previous stage of the
construction.

The construction phase ends when none of these rules can add any new states or prestates
to the current graph. The resulting graph is the pretableau P".

Note that there are two types of branching in the pretableau: tableau branching, from a
prestate to its offspring states, indicated by =, and structural branching, from a state to

its successor prestates, indicated by Y, Where 6 is a EX-formula. The tableau branching is
branching of the search tree, thus it is disjunctive — only one offspring state of every prestate is
eventually needed to build a satisfying structure, while the structural branching is conjunctive,
as it represents branching in the satisfying structure to be built, so all successors prestates of
every state are needed in the construction.

9.1.4 Prestate elimination phase

In this phase, all prestates are removed from P", together with their incoming and outgoing
arrows, by applying the following prestate elimination rule:

Rule PRE:TMR For every prestate I' in P, do the following:
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1. Remove I' from P7;

2. If there is a state A in P7 with A - T, then for every state A’ € states(T"),

create an edge A NG

The resulting graph is called the initial tableau for n, denoted 7)'. The offspring states of
the input prestate {n} are called input states of 7.

9.1.5 State elimination phase

The purpose of the state elimination phase is to remove from the tableau all ‘bad’ states, the
labels of which are not satisfiable in any Hintikka structure, and hence in any ITS.

One possible reason for existence of such a ‘bad’ state (the only one in the case of TL)
is that it may lack a successor state needed to satisfy some EX-formula in its label. Such
states can arise because some prestates may have no full expansions, and hence may yield
no offspring states. Once such a bad state is removed, their predecessor states may be left
without a necessary successor, so they must be removed, too, etc., until stabilization.

Formally, the elimination of states lacking all necessary successors is done by applying the
following rule.

Rule STELIM1TIR: If a state A contains a formula EX¢ and there are no outgoing
arcs marked with EX# from A to successors states in the current tableau, then
remove that state (together with all incoming and outgoing arcs) from the tableau.

Another reason for a state to be ‘bad’, i.e., for its label not to be satisfiable in any Hintikka
structure, is when that label contains an eventuality formula which is not ‘realized’ in any
reachable (i.e., future) state. Such cases are handled by an additional state elimination rule.
In order to formulate it we have to formalize the concept of eventuality realization.

Recall, that the eventualities in TLR are the formulae of the type EFyp and — AGep.

Hereafter, by a path in a TLR tableau we mean a path of states with respect to the state
successor relation, i.e., Ag, Aq,...,A,, is a path in the current tableau if for every 0 < i < m

there exists 6; = EX1); such that A; N JAVER

Definition 9.3. [Realization of eventualities in TLR| An eventuality { = EFg (respec-
tively, & = —AGy) is realized at the state A in 7, if there exists a finite path A =
Ao, Ay, ..., Ap in T, such that &, p € A, (respectively, £, ¢ € A, in the case of £ = = AGyp)
and £ € A; for every i =0,...,m — 1.

We then say that £ is realized on the path Ag, Ay, ..., A, and call any such path a witness
of the realization of the eventuality & in A.

If ¢ € A in the case of £ = EFp, or respectively, = € A in the case of £ = - AGyp, we say
that & is immediately realized at the state A (by the singleton path A). \%

Checking for realization of a TLR-eventuality is a simple graph reachability problem.For
any given eventuality it can be done simultaneously for all states in the current tableau by a
standard marking procedure in time linear in the number of states in 7.

Now, we can formulate the second state elimination rule.
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Rule STELIM2TER: If a state A € 7,/ contains in its label an eventuality that is
not realized at A in 7,;, then remove that state from the tableau.

Using the state elimination rules STELIM1TER and STELIM2TER| the state elimination
phase is carried out in a sequence of stages, starting at stage 0 with the initial tableau 7,
and eliminating at every stage n at most one state for the current tableau 7, by applying one
of the state elimination rules, and producing the new current tableau 7, 't1- The rules STE-
LIM1TER and STELIM2TIR are applied alternatively, in any order, which may be determined
by a specific strategy. This procedure continues until at some stage no further elimination of
states by an application of any of the rules is possible.

9.1.6 The final tableau

When the state elimination phase reaches a stabilization stage the current tableau at that
stage is the final tableau for n, denoted by 7", with a set of states denoted by S”.

Definition 9.4. The final tableau 7" is open if n € A for some A € S"; otherwise, 7" is closed.
\Y

The tableau procedure returns “not satisfiable” if the final tableau is closed; otherwise,
it returns “satisfiable” and, moreover, provides sufficient information for producing a finite
Hintikka structure satisfying 7.

9.1.7 Soundness of the tableaux

Recall, that soundness of the tableau procedure means that if the input formula 7 is satisfiable,
then the tableau 77 is open. We will establish the soundness of the tableau for TLR by proving
that every state elimination rule is ‘sound’ in a sense that it never eliminates a state with a
satisfiable label. The soundness of the overall procedure is then an immediate consequence.

Lemma 9.5. Let I' be a prestate of P" such that M, s = T" for some rooted ITS (M, s). Then:
I. M,s |= A for at least one A € states(I").

IT. Moreover, if EFp € T" and M, s = ¢, then A can be chosen to contain ¢.
Respectively, if “AGy € T" and M, s = —¢, then A can be chosen to contain —p.

Proof: A minor modification of the proof of Lemma 8.6. QED

Note that the so constructed full expansion A need not be minimal — indeed, that happens
in the example I' = {EFp, EXEFp} given earlier. For that reason we want to keep all lean full
expansions in FE(T'), not only the minimal ones.

Lemma 9.6. No satisfiable state A € 7 is removed by any application of Rule STELIM 1TLR

or Rule STELIM2™MR during the state elimination phase.

Proof: It suffices to show, by induction on n € N, that no satisfiable state A € 7, is removed
by an application of Rule STELIM1TER or Rule STELIM2TR to 7,7, For that purpose we will
prove a somewhat stronger inductive claim, viz., that for every n € N, if A € 7,/ is satisfiable
then:
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1. For any EX¢p € A there is a satisfiable state © € 7, such that A % O in 7,

2. For any eventuality EFp € A (respectively, 7 AGyp € A) there is a finite path of satisfi-
able states in 7, realizing that eventuality.

3. All satisfiable states in 7" are still present in 7.

Note that the inductive claim refers simultaneously to all satisfiable A € 7,/, all EX-
formulae EXy € A, and all eventualities EFp € A and = AGp € A.

Let n = 0. Take any satisfiable A € 7; and EXy € A. Then, M, s = A for some rooted
ITS (M,s).

Recall, that all states A’ € 7 such that A EXe¢ A" in 7§ are obtained as lean full
expansions of the prestate I' = {¢} U{v¢ | AXyp € A}

Since EX¢ € A, we have that M, s = EXp, hence there is an R-successor ¢ of s in M
such that M,t = ¢.

By the truth definition for AX-formulae, it follows that M, ¢ |=T" because {1 | AXy) € A}
is satisfied at every R-successor of s in M.

Then, by Lemma 9.5, at least one lean full expansion © of I' is satisfied by (M, ), and, by

. c e . . . EX
construction of the initial tableau, there is a state (with label) © in 7" such that A ==
Therefore, the state A cannot be removed from 7’ by an application of the rule STELIM 1TLR

Now, let us consider the case of an eventuality EFp € A, the other case being completely
analogous. Suppose M, s = A for some rooted ITS (M, s). Then, there is a finite path of
states in M from s to a state ¢ satisfying ¢, while all intermediate states in it satisfy EF.
By iterating the argument for the case of EXp € A, we show that that path can be simulated
by a path of satisfiable states in 7,;, each containing EF¢ and ending in a state containing
¢, thus realizing EFp at A in 7;. To show that the last state of the path can be chosen
to contain ¢, we use Lemma 9.5. Therefore, the state A cannot be removed from 7’ by an
application of the rule STELIM2TER,

Now, assuming the claim holds for all n < m, take a satisfiable A € 7). For any EXp € A,

by the argument for n = 0 there is a satisfiable state © in 7" such that A =l O in 7, and
hence, by the inductive hypothesis, © has remained intact in 7. Therefore, A cannot be
removed from 7, by an application of the rule STELIM1 TR,

Likewise, for any EFp € A, by the argument for n = 0 there is a finite path of satisfiable
states in 7}’ leading to a state containing . By the previous case and the inductive hypothesis,
all states in that path have remained intact in 7, and hence EFy is realized at A in 7,..

Therefore, A cannot be removed from 7, by an application of the rule STELIM2TER,
QED

Theorem 9.7. [Soundness of the tableau for TLR] If n € TLR is satisfiable in then 77 is
open.

Proof: Follows immediately from Lemmas 9.5 and 9.6. QED
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9.1.8 Completeness of the tableaux

Theorem 9.8. [Completeness of the tableau for TLR| For any formula n € TLR, if the
final tableau 77 is open, then the formula is satisfiable.

Proof: It suffices to show how from the open final tableau 7" one can construct a Hintikka
structure satisfying n. That construction in the case of TLR is straightforward: the final
tableau 7 itself can be taken as such a Hintikka structure, with a labelling function assigning
to each state its own label.

The proof that 77 is a Hintikka structure is straightforward from the construction of the
tableau and left as an exercise. QED

Exercise 9.3. Prove that the final tableau 7" is a Hintikka structure.

9.1.9 On the complexity and optimality of the tableau for TLR

A closer look at the tableau procedure for TLR, as described above, shows that it takes
exponential time in the size of the input formula 7. Indeed, EXPTIME is shown in [Spa93],
using the argument for PDL from [FL79], to be a lower bound for its complexity.

Still, this tableau procedure can be optimized, both timewise and spacewise, by a more
judicial strategy of search and memory use.

1. To begin with, note that there are no more tableau branching arrows in the initial
tableaux — the tableau branching has become implicit there, viz.: every state A now has
possibly several successor arrows marked with the same EX-formula 6 (to all offsprings
of the respective successor prestate), while only one such successor is needed for the
satisfaction of # at A. Thus, the branching of the tableau at A is implicitly represented
by all possible successor family selections for A, i.e. selections of one successor state of
A for each EX-formula 6 marking at least one outgoing arrow from A. Consequently, a
branch of the initial tableau is a subgraph of the tableau, rooted at an input state and
branching at every state into a family of successors obtained by some successor family
selection applied at that state.

If the tableau is open then at least one open branch, containing a state with the input
formula in its label. It is sufficient to select such an open branch in order to produce a
satisfying Hintikka structure, and that would reduce significantly its size.

2. Various further optimizations are possible. For instance, testing for closedness of the
tableau can be done after every stage of the state elimination phase, for, if any inter-
mediate tableau 7, closes, the final tableau will be closed, too.

9.1.10 Model-checking tableaux for TLR

Here we will modify the tableau procedure for testing satisfiability of formulae in TLR to
perform local model-checking; global model-checking would be more efficiently done by a
labeling algorithm as the one for CTL in Lecture 6.

Recall the local model-checking problem: given a finite rooted ITS (M, r), where M =
(S,R, L), and a formula n € TLR, decide whether M, r |= 7.
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The construction combines the satisfiability tableau for TLR and the model-checking
tableau for LTL in Section 8.2.10.

Again, given a finite rooted ITS (M, r), where M = (S, R, L), and a formula € TLR,
we denote for any s € S

Llcl(n),s] := (L(s) U{—p | p € PROP\ L(s) }) N cl(n).

The states and prestates of the pretableau are now labeled by pairs (s,0) where s € S
and © C cl(n), where in the case of states O is fully expanded.

The root prestate is (r, {n} U L[cl(n),r]).

The pretableau construction phase employs modified rules PRExpTMR and NExTTLR,

The rule PREXPTER is modified as follows:

PREXPTIR(M): given a prestate (s,I") to which the rule has not yet been applied,
do the following:

1. Compute the family FE(T") of all lean full expansions of I'" and for every
A € FE(T') add a new state in the pretableau with a labels (s, A).

2. For each newly introduced state (s, A), create an edge (s,I') = (s, A).

3. If, however, the pretableau already contains a state with label (s, A), then do
not create a new state with that label but extend an arrow (s,I') = (s, A)
to that state.

We denote the set { (s,A) | (s,I') = (s,A) } of offspring states of (s,I") by states(s,T").

The rule NEXTTIR is modified as follows:

Rule NEXTTFR(M): Given a state with label (s, A) to which the rule has not yet
been applied, do the following:

1. Choose EXy € A to which the rule has not yet been applied and:
(a) For every t € S such that sRt, add a successor prestate of (s, A) with
label
(t{p} U{v | AXe € A} U L[cl(n),t]).

(b) For each so introduced prestate (¢,I"), create an edge (s, A) ¢ (t,T).

(c) If, however, the pretableau already contains a prestate with label (¢,T")
then do not create a new prestate with that label, but extend an arrow
EX
(s,A) =% (t,T) to that prestate.
2. If there are no R-successors of s in M, complete the execution of the rule by
removing the state (s, A) from the pretableau.

3. If A does not contain any formula of the type EXy then add for every ¢t € S
(if any) one successor prestate of (s, A) with label (¢,{¢ | AX¢) € A} U
L[cl(n),t]). Again, if such prestate exists, do not create a new one but

EX i
extend an arrow —5 from (s, A) to the existing one.
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Recall, that the test for patent consistency of prestates is done at the beginning of the
procedure computing their lean full expansions.

Because of the finiteness of M the pretableau construction phase is guaranteed to termi-
nate, producing the pretableau PM:™7,

The prestate and state elimination phases are essentially the same as before.

When the final tableau 7M™ is obtained, M, = 7 is declared true iff there is a state
(r,A) in 7M1 such that n € A.

The correctness of the procedure follows from the following theorem.

Theorem 9.9. [Correctness of the model-checking tableau for TLR| For any formula
n € TLR and finite rooted ITS (M, r), the following hold:

I. If a prestate (s,I") in the pretableau PM"7 is such that M, s |= T, then it has at least one
offspring state (s, A) in the pretableau PM7™7 such that M, s = A.

IT. A state (s,A) from the initial tableau ’ZE]M’T’" is eliminated during the state elimination
phase only if M, s [~ ¢ for some ¢ € A.

ITI. For any state (s, A) from the initial tableau ’][)M’T’n, M, s = A holds iff (s,A) is in the
final tableau 7M™ too.

Proof:
I. Follows from Proposition 8.1.
IT. A slight modification of the proof of Lemma 9.6. Exercise.

III. We show by structural induction on formulae ¢ € cl(n) that for every (s, A) in the final
tableau 7M1

(a) If o € A then M, s | .
(b) If =p € A then M, s = —p.

If ¢ € PROP, then the claim holds because A is patently consistent and L[cl(n), s] C A.

The case of p = =) is straightforward: both claims hold by the inductive hypothesis,
because if == € A then ¢ € A.

The other Boolean cases are just as easy, using the fact that A is fully expanded.
Let ¢ = EXt. If » € A then, since (s, A) has not been removed by Rule STELIM1TIR,

there is (s/, A’) € TM" such that (s, A) =y (s', A") for some R-successor s’ of s and
1 € A’. Then, the inductive hypothesis, M, s’ = 1, hence M, s E . Now, if ¢ € A

then AX—1) € A since A is fully expanded. Let s’ be any R-successor of s in M. Then
there is (s, A') € 7M™ such that (s, A) =y (s', A’), hence =) € A’ hence M, s’ = )

by the inductive hypothesis. Therefore M, s = AX—1), hence M, s = = EXq.
The case ¢ = AXy is completely analogous.

Let ¢ = EF. If ¢ € A then, since (s, A) has not been removed by Rule STELIM2TIR,
@ is realized at (s,A) in ZM"7 ie., there is a path (s,A) = (s0,A0),. .., (Sm, Am)
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in 7M™ such that ¢ € A,,. Then, by the inductive hypothesis, M, s,, |= 1. Since
S =80,...,5m is an R-path in M, it follows that M, s = ¢.

Now, if = € A then AG—) € A since A is fully expanded. Then for any R-path
S = S0,...,Sm in M there is a correspondent path (s,A) = (so, o), .-+, (Sm,Apm) in
TMrn. By the property for AG of fully expanded set and the rule NEXTTER we can show
that =9 € A,,, hence, by the inductive hypothesis, M, s,, = —1. Thus, M, s = AG—),
hence M, s = = EF.

The case of ¢ = AGt) is completely analogous.
QED

Exercise 9.4. Complete the details of the proof of claim II.

9.2 Tableau for CTL

First constructions: [BAPMS81] for UB, [EH85], [EH82] for CTL.
The tableau for TLR can be transformed to a tableau for CTL with several changes
described below.

9.2.1 Preliminaries

In this section we assume that the language of CTL contains the Bollean connectives T, -, A, lor, =
and the temporal operators EX, AX, EG, AG, EU, AU, while we will assume EF, AF, ER, AR as
definable: EFp := E(TUgp), AFp := A(TUp); E Ry := = A(=pU—1), A Ry := = E(—pU—1).

The reader may wish to add these operators to the language, or to remove more of those
definable in terms of the others; all that follows would be modified predictably, mutatis
mutandis.

The nexttime formulae in CTL are EX¢p, AXp, and their negations.

The a- and f-formulae in CTL and their components are:

(% a1 (%)
Y 2 ¥
- EXp AX=p AX=p
= AXp EX=p EX=p
e AP @ (G
(eVv) | e —1p
~p=v) | ¢ —1p
EGyp %) EXEGeyp
AGyp ® AXAGy
~E(pUy) | | mp VAX=E(pUy)
SAUY) | Y | oo VEXSA(pUY)
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B &) B2

oV ® (0
p=1v | np (0
(e AY) |~ )

-EGp | —p AX-EGyp
-AGy | EX-AGyp
E(eUy) | ¥ | ¢ NEXE(pUy)
AlpUy) | ¥ | o NAXA(pUY)

Lemma 9.10.

I. For every a-formula ¢ € CTL: ¢ = a1(p) A aa(yp).

IT. For every (-formula ¢ € CTL: ¢ = B1(p) V Ba(e).

Proof: Exercise. QED

The notions of closure of a formula, fully expanded sets, and the procedure FULLEXPANSION
computing the family of lean full expansions of a set of CTL-formulae, are defined as in Section
8.1.

Exercise 9.5. Show that cl(¢p) is finite for every ¢ € CTL.

Exercise 9.6. Give explicitly the closure conditions for fully expanded sets, and the set-
replacement operations of the procedure FULLEXPANSION, for the CTL-formulae EGy, AFp,
E oUy, A U1, and their negations.

9.2.2 Hintikka structures for CTL

The definition and main properties of a Hintikka structure are predictable modifications of
those in Section 9.1.2.

Definition 9.5. [Hintikka structure for CTL] Given a set of formulae ® € CTL, a Hintikka
structure (HS) for @ is a tuple H = (S, R, H) such that (S,R) is a TS, and H : § — P(®P) is
a labeling of the states in S with sets of formulae from & satisfying the following conditions
for every s € S:

H1 H(s) is fully expanded;

H2 If EXp € H(s), then ¢ € H(s') for some s’ such that sRs';

H3 If AXp € H(s), then ¢ € H(s') for every s’ such that sRs';
H4 If ~AGy € H(s), then = € H(s") for some s’ such that sR*s'.

H5 If E(pUy) € H(s), then ¢ € H(s') for some s such that there is an R-path s =
80,81, .-8, = 8 where p € H(s;) for all i =0,...,n— 1.
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H6 If ~EGyp € H(s), then for every R-path s = s¢,s1,... there is some n € N such that
- € H(sy).

H7 If A(pUy) € H(s), then for every R-path s = sg,s1,... there is some n € N such that
€ H(syp) and ¢ € H(s;) foralli=0,...,n— 1.
\v4

Proposition 9.11. In every Hintikka structure (S, R, H):
I. If EGp € H(s), then ¢ € H(s;) for every state s; on some R-path s = sq, s1,.. ..

II. If AGp € H(s), then ¢ € H(s;) for every state s; on every R-path s = s, s1,. ...

III. If = E(pUy) € H(s), then for every R-path s = sg, s1,..., for every i € N if b € H(s;)
then —¢ € H(s;) for some j such that 0 < j <.

VL. If = A(pUv) € H(s), then there is an R-path s = sg, s1, ..., such that for every i € N if
@ € H(s;) then —¢ € H(s;) for some j such that 0 < j <.

Proof: Exercise. QED

Definition 9.6. A formula n € CTL is satisfiable in a HS H for some set of formulae ® con-
taining 1, with a labeling function H if n € H(s) for some state s in H; a set of CTL-formulae
© C @ is satisfiable in ‘H if © C H(s) for some state s in H. \Y

Lemma 9.12. For any set of formulae ® € CTL and for every ITS M = (S, R, L) the structure
H(M) = (S,R,H), where H(s) = {p € ® | M, s |= ¢} for every s € S, is a Hintikka structure
for ®.

Proof: Straightforward verification of H1-H7. Exercise. QED

Theorem 9.13. A formula n of CTL is satisfiable iff it is satisfiable in a Hintikka structure for

cl(n).

Proof: Easy modification of the proof of Theorem 9.4. Exercise. QED

9.2.3 The construction of the tableau for CTL

Given an input formula n € CTL we are going to build a tableau for testing the satisfiability
of n, following closely the construction for TLR in Section 9.1.

The pretableau construction phase again employs essentially the same rules PrExp and
Next from Section 9.1.3, modulo the accordingly modified definition of the set of lean full
expansions FE(T"), which only differs in the set replacement operations specific to the temporal
operators in CTL. We leave the details to the reader.

As before, the construction phase ends when none of these rules can add any new states
or prestates to the current graph. The resulting graph is the pretableau P".

The prestate elimination phase is the same as before and it ends with an initial tableau
7.

The state elimination phase employs essentially the same state elimination rules StElim1
and StElim2 as for the TLRtableau, now phrased in the CTL setting:
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Rule STELIM1CTE: If a state A contains in its label a formula EXt¢) and there
are no outgoing arcs marked with EXvy from A to successors states in the current
tableau, then remove that state from the tableau.

Rule STELIM2CTE: If a state A € 7, contains in its label an eventuality that is
not realized at A in 7,;, then remove that state from the tableau.

Recall, that there are two types of eventualities in CTL:
* existential eventualities: = AGy and E(pUy).
* universal eventualities: —~EGp and A(pUv).

Thus, the rule STELIM2CTT now refers to realization of existential or universal eventual-
ities. Let us specify what realization of such eventualities means.
The case of existential eventualities is similar to the one in TLR:

Definition 9.7. [Realization of existential eventualities]

1. An existential eventuality & = E(pU1)) is realized at the state A in 7; if there exists a
finite path A = Ag, A1, ..., 4A,,, where m > 0, in 7,)/, such that £,¢ € A,, and £, p € A;
for every i =0,...,m — 1.

2. An existential eventuality ¢ = -~ AGey is realized at the state A in 7, if there exists
a finite path A = Ag,Aq,...,A,, in 7/, such that &, —p € A, and ¢ € A; for every
1=0,...,m—1.

In each case, we say that £ is realized on the path Ag, Aq,...,A,, and call any such path
a path-witness of the realization of the eventuality & in A.

If ¢ € A in the case of £ = EFp, or respectively, = € A in the case of £ = - AGyp, we say
that & is immediately realized at the state A (by the singleton path A). \%

Again, testing for realization of existential eventualities is a simple graph reachability
problem,and can be done globally for all states in the current tableau by a standard marking
procedure.

The realization of universal eventualities is more subtle. In order to realize a universal
eventuality A(oU) at a state A in 7, it would be too much to insist that every path starting
from A in A(¢U1) must reach a 1)-state while passing through ¢-states, because not all such
paths are needed in any Hintikka structure that can be extracted from that tableau, but only
those that belong to some branch of the tableau. Recall that a branch in the initial tableau
7, is a subgraph of the tableau, rooted at an input state and branching at every state A into
a family of successors obtained by selecting one successor from every non-empty family of
successor states of A marked with the same formula EXf. Then any branch in 7,/ is obtained
as the remainder of a branch in 7, after possibly removing some bad states from it on the
way.

Thus, for testing for realization of a universal eventuality that belongs to a state A in
T, it suffices to select one branch in 7, and then test all paths in that branch that pass
through A for realizing that eventuality. More precisely, consider the universal eventuality
£ = A(pUy) € A (respectively, £ = ~EGp € A) and let B be a branch in 7, in which every
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path starting from A has a finite prefix A = Ag, Aq,...,A,, consisting of states containing
¢ and realizing that eventuality, i.e., £, € A, and &, € A; for every ¢ = 0,...,m — 1
(respectively, £,—p € A,, and £ € A; for every i = 0,...,m — 1 for the case of { = = EGy).
We say that such branch realizes & at A and the subgraph of that branch consisting of the
union of the shortest finite prefixes realizing £ along all paths starting from A will be called a
witness of the realization of the eventuality & at A (on the branch B). Then we say that the
universal eventuality £ is realized at A in 7, if there is at least one branch in 7, realizing &
at A.

Alternatively, realization of a universal eventuality can be defined recursively, simultane-
ously for all states of the tableau:

Definition 9.8. [Realization of universal eventualities|
1. Let £ = A(pUv) € cl(n). Then for any state A € 7,)":

(a) If » € A then £ is realized at A;

(b) If ¢ € A and, for every EXf € A, there is a state A’ € 7,) such that A EX0 A7 and
€ is realized at A’, then £ is realized at A, too.

2. Let £ = =EGy € cl(n). Then for any state A € 7,

(a) If = € A then £ is realized at A;

(b) If for every EXf € A, there is a state A’ € 7, such that A X8 A" and ¢ is realized
at A’, then ¢ is realized at A, too.

If » € A in the case of £ = A(¢U1)), or respectively, =p € A in the case of £ = =" EGyp, we
say that & is immediately realized at the state A (by the singleton path A).
v

This definition also yields a non-deterministic recursive procedure for identifying all states
in the current tableau that realize a given universal eventuality.

Exercise 9.7. Develop an efficient algorithm for identifying all states in the current tableau
that realize a given universal eventuality, and determine its complexity.

Now, the state elimination phase is carried exactly like in the tableau for TLR.

Clearly, all phases of the tableau construction terminate. The resulting graph 7" upon
stabilization of the state elimination phase is the final tableau.

The tableau 77 is open if it contains a state A such that n € A, otherwise it is closed.
9.2.4 Soundness of the tableau for CTL

Lemma 9.14. Let n € CTL and T" be a prestate of P7 such that M,s = T" for some rooted
ITS (M, s). Then:

I. M,s = A for at least one A € states(T").
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ITI. Moreover, if E(pU) € T or A(pUy) € T and M, s = 1), then A can be chosen to contain
.
Respectively, if “AGp € T' or “EGyp € T' and M, s = —p, then A can be chosen to
contain —.

Proof: Essentially the same as the proof of Lemma 9.5. Exercise. QED

Lemma 9.15. No satisfiable state A € 7' is removed by any application of the rules STE-
LIM1CTE and STELIM2CT during the state elimination phase.

Proof: For Rule STELIMICTE and for Rule STELIM2CTE applied to existential eventualities,
the proof essentially repeats the proof of Lemma 9.6.

The argument for the case of rule STELIM2CT applied to universal eventualities is a bit
more involved. We will prove that for any satisfiable state A and a universal eventuality
¢ = A(pUy) € A (respectively, ¢ = “EGy € A) there is a branch B in the initial tableau
containing a witness of the realization of that eventuality consisting of satisfiable states.

We will consider the case £ = A(pU), the other case being analogous. If ¢ € A then £ is
realized at A, and any branch B that contains the state A (there is at least one such branch)
can be selected. So, let us assume that 1) ¢ A, hence ¢, AXA(pUy) € A.

Let M,s = A for some rooted ITS (M,s). Then M, s = A(pUe) hence every path in
M starting at s has a finite prefix s = sg, s1,..., S, ending with a state s, satisfying ),
and hence &, while all intermediate states sg, s1,...,Sn—1 satisfy ¢ and £&. We will call such
a prefix of a path w fulfilling £, and the subsystem of M rooted at s and consisting of the
states along all fulfilling £ prefixes of paths starting at s — a witness of the truth of £ at s in
M. Hereafter we fix such a witness and denote it by W (M, s,§). Since M, s = AXA(pUy),
we can assume that W(M, s, £) does not consist of s alone.

Now, we will construct a branch B realizing £ at A in 7" as follows. We start with any
branch leading from an input state to A — by construction of the initial tableau there is at
least one. Then, we continue from A constructing B by building a witness of the realization
of £ at A step by step, in accordance with W (M, s, &):

1. For every nexttime formula EX# € A there is a successor t of s satisfying 6 in M, and
hence satisfying the successor prestate I' of A corresponding to EXf. Then ¢ satisfies at
least one of the offspring states of I', say A’(EX6).

Note that t € W(M, s, ) and hence M, t = £. Furthermore, if M, t = ¢ then A’'(EX0)

is chosen to contain ; such choice is guaranteed by Lemma 9.14.

2. Now, any family of successor states of A, one for every nexttime formula EX§ € A,
selected in such a way, provides an extension of the branch B at A.

3. Thereafter the construction of B repeats for every descendant of A along B until reaching
states containing 1. Since the construction follows W (M, s, &), every path in B starting
from A is bound to reach such a state.

From all such states onwards the branch is extended arbitrarily.
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Once the branch B realizing & at A in 7’ is constructed, we show by induction on n that
none of the satisfiable states in the witness of the realization of £ at A on B is eliminated
from 7, and hence B realizes ¢ at A in 7, for every n.

Thus, in the long run, no satisfiable state gets eliminated in the state elimination phase.

QED

Theorem 9.16. [Soundness of the tableau for CTL] If n € CTL is satisfiable in then 77 is
open.

Proof: Follows immediately from Lemmas 9.14 and 9.15. QED

9.2.5 Completeness of the tableau for CTL

To prove the completeness of the tableau for CTL, we have to construct a Hintikka structure
H(n) satisfying the input formula 1 whenever the final tableau 7" is open. However, taking
the entire tableau as a Hintikka structure, as we did in the case of TLR, would not work
in general here, because there may be too many paths in it and the truth of some universal
eventualities may get damaged.

Selecting one open branch of 7" to produce such a Hintikka structure may work sometimes,
e.g., if there is at most one universal eventuality in cl(n). In general, however, a more modular
approach is needed, where eventualities are satisfied one by one, each of them at least once
after every reappearance. To that aim, the Hintikka structure H(n) is constructed from
building blocks associated with pairs ( state, eventuality ), extracted from 7" as follows.

First, we will define so called local fragments for all states in 7.

Definition 9.9. [Local fragments] A local fragment for a state A € 7" consists of A together
with all of its successor states in any fixed branch of 7.

The state A is an internal node of the fragment, while all other states in the fragment are
its leaves. \Y%

Then, we define realization witness fragments for all states in 7”7 and eventualities in
them.

Definition 9.10. [Realization witness fragments for universal eventualities]

For a universal eventuality £ = A(pUv) (respectively, £ = —EGyp) a realization witness
fragment is simply any witness of the realization of £ in 77, as defined in Section 9.2.3.

The last states of every path in such a fragment, i.e., the states containing v (respectively,
- in the case of £ = 7 EGy), are the leaves of that fragment, and all other states in it are
its interior nodes. \Y%

Definition 9.11. [Realization witness fragments for existential eventualities]

For an existential eventuality £ = E(¢U1)) (respectively, £ = = AGyp), a realization witness
fragment is a path-witness of the realization of £ in 7", extended with local fragments for
each of the intermediate states of the path.
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All interior states in the path-witness are interior nodes of the fragment; all other nodes
are the leaves of that fragment. \%

Now, for every state A in 7" we fix a local fragment LFR(A), and for every pair (A,§)
where A is a state in 7" and £ is an eventuality in A, we fix a realization witness fragment
RWEF(A,¢). In each case, the state A is called the root of the fragment.

Note that all these fragments may come from different branches of 7.

Then we fix a list of all states in 77: Ay, ...,A,_1 and a list of all eventualities occurring
in 77 &,...,&m—1, and denote the fragment corresponding to (A;,&;) (if there is one) by
FR(1,7).

We will be building the Hintikka structure H(n) in a sequence of steps, producing a chain
by inclusion of partial Hintikka structures Ho(n), H1(n),.... Each of these will be a finite
graph composed of fragments and consisting of interior nodes and leaves, where all unrealized
eventualities will be listed in the leaves as ‘pending realization’. Each step will taking care
of the satisfaction of one eventuality at one of the current leaves, by grafting at that leaf a
fragment realizing that eventuality. In the process, new unrealized eventualities may occur,
and their realization will be deferred to the new leaves. If no unrealized eventualities are listed
at a leaf, a local fragment will be grafted at it in order to ensure totality of the transition
relation. The union of the chain Ho(n), H1(n), ... will be the structure H(n), where there will
be no leaves and no unrealized eventualities.

The crucial observation that makes this construction possible is that if an eventuality &
in the root of a given fragment is not realized within that fragment, then it is passed down to
the leaves of the fragment. This enables the partial Hintikka structures H,(n) not to falsify
unrealized eventualities but to only defer their realization by listing them at the leaves. More
precisely:

Proposition 9.17. Let £ be an eventuality which belongs to a state A; € 7" but is not realized
at A; in the fragment FR(¢, ). Then:

* If £ = E(pU) then there is a path in the fragment ending in a leaf, every state in which
contains EXE(pU1).

* If £ = = AGyp then there is a path in the fragment ending in a leaf, every state in which
contains EX—AGep.

*x If £ = A(pUv) then for every path in the fragment that does not realize £ every state
on that path contains AXA(pU); in particular, the leaves of all such paths contain
AXA(pUy).

* If £ = 2 EGy is not realized at the state A; in a fragment FR(4,j) then for every path
in the fragment that does not realize £, every state on that path contains AX— EGg; in
particular, the leaves of all such paths contain AX—EGep.

We are now ready to prove the completeness theorem.

Theorem 9.18. [Completeness of the tableau for CTL] For any formula n € CTL, if the
final tableau 77 is open, then the formula is satisfiable.
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Proof:

We start the construction of H(n) with any state A containing 7. This state is the label
of the root ¥y of the initial partial Hintikka structure Ho(n) having one leaf Wy with a list of
pending eventualities Event(W() consisting of all eventualities in A that are not immediately
realized at A. Thereafter the construction continues inductively as follows. Let H,(n) be
constructed and let Leaves(H,,(n)) be the list of all leaves in it. Let ¥ be the fist leaf in that
list, labelled with a state A; € 7", and let {; be the first eventuality in the list of pending
eventualities Event(W) at that leaf, if any. We then take a copy of the fragment FR(i,7) and
graft it to the leaf ¥, by identifying that leaf with the root of the fragment (which has the
same label A;); if Event(¥) is empty, we graft a copy of the local fragment LFR(A;) instead.
Thus, H,+1(n) is produced. The new list of leaves Leaves(H,,+1(n)) is obtained by removing
VU from the list Leaves(H,, (1)) and then adding to it all leaves of the newly grafted fragment.
Each of the new leaves inherits the list of pending eventualities of Event(¥) from which ¢;
has been removed, to which the list of eventualities in their respective labels, that are not
immediately realized, has been appended. Note that the graph H,1(n) is an extension of
the graph H,(n).

This completes the construction of the chain Hy(n), H1(n),. .., and consequently, of H(n)
as the union of that chain.

Now, it remains to verify that H(n) defined as above is indeed a Hintikka structure sat-
isfying n at its root ¥g. But, this verification is now straightforward from the construction,
and is left as an exercise. QED

Corollary 9.19. The logic CTL has the small model property.

Proof:

The construction of H(n) above can be made finite by identifying leaves with earlier
introduced states with the same label and reusing identical fragments. That is, if a fragment
FR(7,7) is to be grafted to the leaf ¥ of the current partial HS H,(n), and that fragment
has already been grafted to another node ¥’ at an earlier stage, instead of grafting a new
copy of FR(i, j), the leaf W is identified with ¥’ and all incoming arrows to ¥ are accordingly
redirected to U’

A more careful inspection of the construction shows that the Hintikka structure H(n) has
a size O(2°). We leave the details as an exercise. QED

As a consequence, we can now obtain an earlier result about tree model property of CTL*
for the case of CTL.

Corollary 9.20. The logic CTL has the tree model property.

Proof: The construction above can be modified by defining the fragments as finite trees.
Thus every partial Hintikka structure H,(n) will be a finite tree, and eventually H(n) will be
constructed as a tree. QED

Exercise 9.8. Prove that any open branch in the final tableau 77 is a Hintikka structure
satisfying n if there at most one universal eventuality in cl(n). Then, give an example of a
case with more universal eventualities in c¢l/(n), where this approach does not work.
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9.2.6 Model-checking tableaux for CTL

Just like in the cases of LTL and TLR, the tableau procedure for testing satisfiability in CTL
can be smoothly modified to perform local model-checking. It is however relatively inefficient,
compared to the labeling algorithm for global model-checking of CTL-formulae presented in
Lecture 6, so we will not discuss it further.
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10 Lecture 9: Automata-based methods for satisfiability test-
ing and model-checking of LTL

Recommended reading: M. Vardi, An automata-theoretic approach to linear temporal
logic, [Var96]. Available online from: http://www.cs.rice.edu/ vardi/papers/banff94rj.ps.gz

Additional readings:

1. M. Vardi, Lecture notes on Automata-Theoretic Approach to Automated Verification,
course given in 1999 at The Weizmann Institute.

Available online from: http://www.cs.rice.edu/ vardi/av.html

2. M. Vardi and P. Wolper, Automata-theoretic approach to automatic program verifica-
tion, [VW8&6].

Available online from: http://www.cs.rice.edu/ vardi/papers/lics86.pdf.gz

3. M. Vardi, Verification of concurrent programs: the automata-theoretic framework,
[Var91].

Available online from: http://www.cs.rice.edu/ vardi/papers/lics87r2.ps.gz

4. M. Vardi and T. Wilke, Automata: From Logics to Algorithms,
Available online from: http://www.cs.rice.edu/ vardi/papers/wal07.pdf

5. M. Vardi, Automata-theoretic techniques for temporal reasoning,
chapter in the Handbook of Modal Logic, [Var07].
Available online from: http://www.cs.rice.edu/ vardi/papers/mlhb06.ps.gz

6. F. Kroger and S. Merz, Temporal Logic and State Systems, EATCS Texts in Theoretical
Computer Science Series, 2008.

7. C. Baier and J.-P. Katoen, Principles of Model Checking, The MIT Press, 2008.
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11 Lecture 10: Automata-based methods for satisfiability test-
ing and model-checking of branching time logics

Recommended reading: O. Bernholtz, M. Vardi, and P. Wolper, An automata-theoretic
approach to branching-time model checking (Extended abstract), in: Proc. of CAV’94.
Available from: http://www.cs.rice.edu/ vardi/papers/cav94.ps.gz

Additional readings:

1. M. Vardi, Lecture notes on Automata-Theoretic Approach to Automated Verification,
course given in 1999 at The Weizmann Institute

Available online from: http://www.cs.rice.edu/ vardi/av.html

2. O. Kupferman, M. Vardi, and P. Wolper, An automata-theoretic approach to branching-
time model checking, [KVWO00]. Long version of the CAV’94 paper recommended above,
available from: http://www.cs.rice.edu/ vardi/papers/cav94rj.ps.gz

3. M. Vardi and T. Wilke, Automata: From Logics to Algorithms,
Available online from: http://www.cs.rice.edu/ vardi/papers/wal07.pdf

4. M. Vardi, Automata-theoretic techniques for temporal reasoning,
chapter in the Handbook of Modal Logic, [Var07].
Available online from: http://www.cs.rice.edu/~vardi/papers/mlhb06.ps.gz

5. C. Baier and J.-P. Katoen, Principles of Model Checking, The MIT Press, 2008.
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